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Notation

Throughout this paper we use the following notation:

\( \mathbb{R}^{n \times n} \) Set of all \( n \times n \)-matrices on \( \mathbb{R} \).

\( O(n) \) Group of the orthogonal matrices

\( A^T \) Transposed matrix of \( A \)

\( C^m(G,\mathbb{R}) \) Set of \( m \) times continously differentiable functions on \( G \subseteq \mathbb{R}^n \) (\( G \) open domain)

\( C_0^\infty(G,\mathbb{R}) \) Infinitely differentiable functions with compact support.

\( L^2(G,\mathbb{R}) \) Square integrable functions

\( L^\infty(G,\mathbb{R}) \) Bounded functions

\( H^m(G,\mathbb{R}) \) Sobolev space of all \( m \) times weakly differentiable functions in \( L^2 \)

\( \| \cdot \| := \| \cdot \|_{L^2(G)} := \int_G | \cdot |^2 \) (\( L^2 \)-Norm)

\( \langle \cdot , \cdot \rangle \) \( L^2 \)-scalar product

\( \bar{n} := \bar{n}(x) \) Normal vector on the boundary of \( G \) in \( x \in \partial G \)

\( \nabla_i \) Derivative in the direction(s) of the tangent at the boundary

\( O(f), o(f) \) Landau symbols

\( B(x,r) \) Open ball with center \( x \) and radius \( r \)

Furthermore we often use the Einstein convention, i.e. we sum up all terms with the same index from 1 to \( n \), where \( n \) is the dimension (in most cases \( n = 2 \) or \( n = 3 \)). The operator \( \nabla \) is also used on vector fields, where we define \( \nabla v := (\partial_i v_j)_{i,j=1,..,n} \). Differential operators (like \( \partial_i \) or \( \nabla \)) always operate on the very next function if not explicitly marked in a different way.
Chapter 1

Introduction

If we consider bodies reacting elastically on mechanical deformations and if we neglect other dependences of the elasticity (e.g. the dependence on temperature), a physical investigation leads to a model described by an elasticity equation. In this model we describe the unstressed body as a subset $G$ of $R^n$ (the reference configuration). The deformation of the body is described by a vector field $u(x, t)$, where $t \geq 0$ is the time and $x \in G$ the corresponding material point in the reference configuration. At time $t$ the point $x$ lies at $x + u(x, t)$. Therefore we call $u(x, t)$ the displacement vector.

The equation of elasticity is now (neglecting external forces):

$$\rho(x)u_{tt}(x, t) - \text{div} S(\nabla u(x, t)) = 0 \quad (1.1)$$

$S$ is a function describing the special behaviour of the material, $\rho$ is the density of the medium. The linearized equation takes (in the case of homogeneous media) the following form:

$$u_{tt} - \mu \Delta u - (\mu + \lambda)\nabla \text{div} u = 0 \quad (1.2)$$

In this equation the coefficients $\mu$ and $\lambda$ have to satisfy $2\mu + n\lambda > 0$. The equation is hyperbolic, its behaviour is quite similar to that of the wave equation. Especially there is no decay in bounded domains with the usual boundary conditions. For the nonlinear case (1.2) and the Cauchy problem we mention the proof of global existence for small initial data in [10].

Now we want to study bodies with elastic behaviour, but non-negligible temperature gradients. In this case we have to consider the interaction of the equations of elasticity and of thermodynamics. We eventually arrive at the equations of thermoelasticity. (For a short summary of the physical derivation see [11] and for a more complete one [2].) At the moment we only want to give the linearized form in the homogenous case:

$$u_{tt} - \mu \Delta u - (\mu + \lambda)\nabla \text{div} u + \beta \nabla \theta = 0 \quad (1.3)$$

$$c\theta_t - \kappa \Delta \theta + \beta \text{div} u_t = 0 \quad (1.4)$$
This system consists of the linearized equation of elasticity (1.3) and a heat equation (1.4), both are coupled with each other.

Again \( u \) is the displacement vector and now \( \theta \) describes the temperature. The various other variables are material constants and will be defined later.

The “classical” theory of this system leads to a proof of existence and uniqueness in suitable Sobolev spaces. For this aim one can use semigroup theory. For details see [6]. To get results for the nonlinear case we have to know something about the asymptotic behaviour of (1.3) and (1.4). A first guess would be that the heat equation should lead to an exponential decay in bounded domains, but the elastic part would have no decay. So we come to an interesting problem: Which part of the system will dominate? The somewhat surprising answer is: This depends on the dimension!

In the case of \( n = 1 \) the decay is dominated by the heat equation, in higher dimensions (in most cases) the elasticity equation is the dominating one: E.g. there are bounded domains with the Dirichlet boundary condition, where \( \theta \) decays exponentially but \( u \to \bar{u} \neq 0 \). Furthermore one can prove by calculating the eigenvalues of the differential operator, that \( \bar{u} = 0 \) iff the system

\[
\begin{align*}
\Delta v + \lambda v &= 0, \\
\text{div} \, v &= 0, \\
v \big|_{\partial G} &= 0 \\
\end{align*}
\]

has no non–trivial solution. This is possible if e.g. the following scalar eigenvalue equation allows only single eigenvalues:

\[
\begin{align*}
\Delta v + \lambda v &= 0, \\
v \big|_{\partial G} &= 0.
\end{align*}
\] (1.5)

For simple domains like discs and balls this is not correct. At least these domains are “rare” in a certain sense. (To be more exact: They are 1. Baire category in a certain \( C^3 \)-metric. For more details see [6].) Recently H. Koch proved that in every domain containing a line which intersects in right angles with the boundary initial data can be constructed such that the decay is arbitrarily slow, see [5]. Of course in this category there are all convex domains with smooth boundary.

Nevertheless for special situations we are able to prove rates of decay: In the recent work of Jiang, Muñoz Rivera and Racke [4] it is proved, that rotation free solutions of the linear problem in the case of the Dirichlet boundary condition decay exponentially. This result can be used to obtain global solutions for the nonlinear problem.

In this paper we extend the work of Jiang, Muñoz Rivera and Racke to other boundary conditions, including the often neglected Robin condition. It turns out that some new ideas are necessary but that the results more or less still hold in these cases. In chapter 2 we treat the
linear case for various boundary conditions, in chapter 3 we will study the nonlinear case for a
typical Neumann condition. The problem we have to solve here is based in the nonlinearity of
the Neumann condition. — Remember that the Dirichlet condition is linear also if the thermoelas-
ticity equations are nonlinear. — This leads to interesting technical problems.
This work is based upon a diploma thesis (in German) at the University of Constance [11] which
is more detailed and also sums up the results of [4], a derivation of the equations of thermoelas-
ticity and the existence theory in the linearized case.
I am very grateful to Prof. Reinhard Racke (University of Constance) who supported me ex-
tremely well during my diploma thesis. Also I am grateful to Dr. Ute Durek for her suggestions
and Prof. Song Jiang (Institute of Appl. Physics and Computational Math., Beijing) for his
help during his stay at the University of Constance. Also I am grateful to Daniel Chvatik for
his proof-reading.
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Chapter 2

Linear Thermoelasticity

In this chapter we consider the system of linear thermoelasticity for a homogenous, isotropic medium (with appropriate initial conditions):

\[ u_{tt} - \mu \Delta u - (\mu + \lambda) \nabla \text{div} u + \beta \nabla \theta = 0 \]  \hspace{1cm} (2.1)

\[ \alpha \theta_t - \kappa \Delta \theta + \beta \text{div} u_t = 0 \]  \hspace{1cm} (2.2)

For a physical derivation of these equations see [2] and the references therein.

Throughout this paper we always consider initial boundary value problems in bounded subdomains of \( \mathbb{R}^n \), where \( n = 2 \) or \( n = 3 \) in most cases. (The results of this chapter may also be extended to other dimensions.) Our goal will be to describe the asymptotic behaviour of special solutions for various boundary conditions. For \( u \) and \( \theta \) we consider Dirichlet and Neumann conditions and for \( \theta \) we consider also a mixed boundary condition, the so-called Robin condition.

The physical meaning of these boundary condition is shown in the following table:

<table>
<thead>
<tr>
<th></th>
<th>Dirichlet</th>
<th>Neumann</th>
<th>Robin boundary condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>body fixed on the boundary</td>
<td>free boundary</td>
<td>—</td>
</tr>
<tr>
<td>( \theta )</td>
<td>temperature fixed on the boundary</td>
<td>perfect isolated boundary</td>
<td>heat flow on the boundary</td>
</tr>
</tbody>
</table>

To prove the existence of solutions to this problems we can use semigroup theory. We only want to state the result, a proof can be found for example in [6].

**Remark 2.1** There exists a unique solution \((u, \theta)\) of the initial boundary value problems with \( u \in C^2([0, \infty), \mathcal{L}^2) \cap C^1([0, \infty), \mathcal{H}^1), \theta \in C^1([0, \infty), \mathcal{L}^2), \Delta \theta \in C([0, \infty), \mathcal{L}^2), \mathcal{D}'S\mathcal{D}u \in C([0, \infty), \mathcal{L}^2) \).\(^1\)

We will assume, that for all \( x \in G, t \geq 0 \): \( \text{rot} \ u(x, t) = 0 \), sometimes we will assume explicit radially symmetric initial data and therefore explicit radially symmetric solutions \((u, \theta)\).

The boundary condition \( u \mid_{\partial G} = 0, \ \theta \mid_{\partial G} = 0 \) was considered by Jiang, Muñoz Rivera and Racke.

\(^1\)For a definition of \( S \) and \( \mathcal{D} \) see the next section.
They proved exponential decay in the case of rotation–free solutions \([4]\). In the next two sections we try to find similar results for the Neumann boundary condition in \(u\) resp. the Robin boundary condition in \(\theta\). The case \(u \big|_{\partial G} = 0, \frac{\partial u}{\partial n} \big|_{\partial G} = 0\) is omitted because it is the easiest case, for a proof see \([11]\).

### 2.1 The Neumann boundary conditions for \(u\)

To investigate the Neumann boundary conditions for \(u\) we assume explicitly radial symmetry, so we only consider discs, balls and annular discs and spheres as domain \(G\) with radially symmetric initial values. The resulting solutions \(u(x, t)\) and \(\theta(x, t)\) can be written as:

\[
  u(x, t) = w(|x|, t)x, \quad \theta(x, t) = \Theta(|x|, t)
\]  

(2.3)

We notice:

**Lemma 2.2** Under these assumptions \(\theta(\cdot, t)\) is locally constant on \(\partial G\), i.e. it is constant on all components of \(\partial G\).

We now define some auxiliary operators to formulate the Neumann boundary condition in the cases \(n = 2\) and \(n = 3\).

**Definition 2.3** Let \(\tau, \lambda, \mu\) be the Lamé moduli then define for \(\vec{n} = (n_1, \ldots, n_n)\):

\[
  n = 2: \quad \mathcal{D} = \begin{pmatrix} \partial_1 & 0 \\ 0 & \partial_2 \end{pmatrix}, \quad \mathcal{N} = \begin{pmatrix} n_1 & 0 \\ 0 & n_2 \end{pmatrix}, \quad \mathcal{S} = \begin{pmatrix} \tau & \lambda & 0 \\ \lambda & \tau & 0 \end{pmatrix}
\]

\[
  n = 3: \quad \mathcal{D} = \begin{pmatrix} \partial_1 & 0 & 0 \\ 0 & \partial_2 & 0 \\ 0 & 0 & \partial_3 \end{pmatrix}, \quad \mathcal{N} = \begin{pmatrix} n_1 & 0 & 0 \\ 0 & n_2 & 0 \\ 0 & 0 & n_3 \end{pmatrix}, \quad \mathcal{S} = \begin{pmatrix} \tau & \lambda & 0 & 0 & 0 \\ \lambda & \tau & 0 & 0 & 0 \\ \lambda & \lambda & \tau & 0 & 0 \\ 0 & 0 & 0 & \mu & 0 \\ 0 & 0 & 0 & \mu & 0 \end{pmatrix}
\]

As a convention we denote in this context the transposed matrix \(\mathcal{D}^T\) with \(\mathcal{D}'\). The equations of thermoelasticity take the form:

\[
  u_{tt} - \mathcal{D}'\mathcal{S}u + \mathcal{D}'\vec{\beta}\theta = 0, \quad (2.4)
\]

\[
  \theta_t + c\Delta \theta - \vec{\beta}'\mathcal{D}u_t = 0, \quad (2.5)
\]

where we have defined for \(n = 2\): \(\vec{\beta} := (\beta, \beta, 0)^T\) and for \(n = 3\): \(\vec{\beta} := (\beta, \beta, \beta, 0, 0, 0)^T\). We are now able to formulate the boundary conditions we want to study:

\[
  \mathcal{N}'\mathcal{S}u \big|_{\partial G} = 0, \quad \theta \big|_{\partial G} = 0
\]

\[
  \mathcal{N}'\mathcal{S}u - \mathcal{N}'\vec{\beta}\theta \big|_{\partial G} = 0, \quad \frac{\partial \theta}{\partial n} \big|_{\partial G} = 0
\]

(2.6)  

(2.7)
Before we start our energy estimates we need some other lemmata concerning the dependencies of the different differential operators.

**Lemma 2.4** For \( v \in H^1 \) we have: \( |Dv(x)|^2 \geq \frac{1}{2} |\text{div} \, v(x)|^2 \)

**Lemma 2.5** For \( v \in H^1 \) and \( \text{rot} \, v = 0 \) we have: \( |Dv(x)|^2 \geq |\nabla v(x)|^2 \geq \frac{1}{2} |Dv(x)|^2 \)

**Lemma 2.6** For \( v \in H^1 \) radially symmetric we have: \( ||\text{div} \, v||^2 \geq ||\nabla v||^2 \geq \frac{1}{2} ||\text{div} \, v||^2 \)

**Proof:** You can easily check the lemmata 2.4 and 2.5 using the Young inequality. The same is true for the first inequality in 2.6. For the proof of the second inequality it is necessary to use explicit radial symmetry to show that the boundary terms appearing by the partial integration fit together, that means you get:

\[
\int_{\partial G} (\nabla v \mathbf{n} - \text{div} \, v \mathbf{n}) v = - \int_{\partial G} (n - 1) w(|x|)^2 |x|
\]

Now we are ready to state the main result of this chapter and to prove it:

**Theorem 2.7 (Exponential decay)** Let \((u, \theta)\) be a solution of (2.4)-(2.5) with respect to the boundary condition (2.6) or (2.7) with radially symmetric initial values \((u^0, u^1, \theta^0)\), and let

\[
E(t) := e^{\gamma t} \left\{ \sum_{k=0}^{2} ||\partial_t^k v(t)||_{H^{2-k}}^2 + ||\theta(t)||_{H^2}^2 + ||\theta(t)||_{H^2}^2 \right\}.
\]

(2.8)

Then there are constants \( \Gamma \geq 1 \) and \( \gamma > 0 \) with

\[
E(t) + \int_0^t e^{\gamma s} ||\nabla \theta(t)||^2 \leq \Gamma E(0), \; t \geq 0.
\]

(2.9)

**Proof:** To apply the energy method we define the “energies”:

\[
F_1(t) := \frac{1}{2} \left( ||u_t||^2 + \langle Du, SDu \rangle + c||\theta||^2 \right) (t)
\]

\[
F_2(t) := \frac{1}{2} \left( ||u_{tt}||^2 + \langle Du_{tt}, SDu_{tt} \rangle + c||\theta_t||^2 \right) (t)
\]

\[
F_3(t) := \frac{1}{2} \left( ||\Delta u||^2 + \langle Du_t, SDu_t \rangle + c||\nabla \theta||^2 \right) (t)
\]

For \( F_1 \) and \( F_2 \) we derive by multiplying the differential equations with suitable terms and integrating by parts:

\[
\frac{d}{dt} F_1(t) = -\kappa ||\nabla \theta||^2, \quad \frac{d}{dt} F_2(t) = -\kappa ||\nabla \theta_t||^2
\]

(2.10)

For \( F_3 \) we get:

\[
\frac{d}{dt} F_3(t) = -\kappa ||\Delta \theta||^2 + \beta \int_{\partial G} \frac{\partial \theta}{\partial n} \text{div} \, u_t - \frac{1}{\tau} \int_{\partial G} u_{tt} \mathbf{N} \cdot \theta_t
\]

(2.11)

As an important tool we need the Poincaré inequality and the Korn inequality for \( u \) in the same form as in the Dirichlet case. We have two possible attempts stated in the two following lemmata, where we have \( \mathcal{D}_0 := \{ v \in (H^1(G))^n | \text{div} \, v = 0 \} \):
Lemma 2.8 (Korn inequality for \( u \)) Let \( u_0 \) and \( u_1 \in \mathcal{D}_0^\perp \), then:
\[ u(t) \in \mathcal{D}_0^\perp \text{ for all } t \geq 0, \text{ and there exists } C > 0 \text{ with: } ||u|| \leq C ||\mathcal{D}u|| \]

Remark 2.9 This is the “classical” attempt resulting from the nullspace of the differential operator. With lemma 2.5 we get the intended type of the Poincaré inequality for \( u \) (see lemma 2.10).

Proof of the lemma: It follows from the (normal) Korn inequality (see e.g. [9]):
\[ ||u||^2 \leq C \left( ||\mathcal{D}u||^2 + \sup_{v \in \mathcal{D}_0, ||v|| = 1} ||\langle u, v \rangle|| \right) \]
On the other hand we have \( u \in \mathcal{D}_0^\perp \), because for \( v \in \mathcal{D}_0 \) we have:
\[ \langle u_{tt}, v \rangle = \langle \mathcal{D}' S \mathcal{D}u - \mathcal{D}' \tilde{\beta} \theta, v \rangle = -\langle S \mathcal{D}u - \tilde{\beta} \theta, \mathcal{D}v \rangle + \int_{\partial G} \mathcal{N}' S \mathcal{D}u - \mathcal{N}' \tilde{\beta} \theta = 0 \]

Lemma 2.10 (Poincaré inequality for \( u \)) Let \( \int_G u_0 = 0 \) and \( \int_G u_1 = 0 \) (which we can assume after appropriate normalization), then there exists a \( C \geq 0 \), such that:
\[ ||u|| \leq C ||\nabla u|| \]

Proof: We start with the (normal) Poincaré inequality:
\[ ||u|| \leq C ||\nabla u|| + \int_G u \]
Under the given assumptions we have \( \int_G u = 0 \) (using the differential equation, the divergence theorem and the boundary condition).

With the help of lemma 2.5 we again arrive at the Korn inequality in the form of lemma 2.8.\( \Box \)

Of course this leads to the question whether or not the assumptions made for the initial data are satisfied by the physics. Furthermore it is important to find any radially symmetric functions satisfying the assumptions to avoid an “empty” result. In the first case we can show that for simply connected domains (i.e. balls and discs) all radially symmetric functions are automatically in \( \mathcal{D}_0^\perp \) (for the simple proof consider [11]). In the second case we even have a stronger result: For radially symmetric functions we obviously have \( u(-x) = -u(x) \), so it follows (independently of the topology of \( G \)) that \( \int_G u = 0 \). There is also a physical interpretation for this: We choose our coordinates such that the centre of gravity \( S \) defined by \( \int_G (u(x) - S) dx = 0 \) lies in \( x = 0 \) for \( t = 0 \), and that the velocity of \( S \) for \( t = 0 \) is zero. The proof of the lemma shows that the velocity is constant and therefore zero. Of course this is an immediate consequence of Newton’s laws that have been used in the physical derivation of the thermoelasticity equations.

Now we have to consider the boundary conditions for \( \theta \) separately:
(a) The boundary condition (2.6) with \( \theta |_{\partial G} = 0\):
Here we get using (2.11):
\[
\frac{d}{dt} F_3(t) = -\kappa ||\Delta \theta||^2 + \beta \int_{\partial G} \frac{\partial \theta}{\partial n} \text{div} u_t
\]  
(2.12) 
We decompose the boundary integral with the Young inequality to:
\[
\beta \int_{\partial G} \frac{\partial \theta}{\partial n} \text{div} u_t \leq \beta \frac{C}{\varepsilon} \int_{\partial G} \left| \frac{\partial \theta}{\partial n} \right|^2 + \beta \varepsilon \int_{\partial G} |\text{div} u_t|^2 := I_1 + I_2
\]  
(2.13) 
(b) The boundary condition (2.7) with \( \frac{\partial \theta}{\partial n} |_{\partial G} = 0\):
Here we get using (2.11):
\[
\frac{d}{dt} F_3(t) = -\kappa ||\Delta \theta||^2 + \frac{1}{\tau} \int_{\partial G} u_{tt} N' \bar{\theta}_t
\]  
Using the Young inequality again leads to:
\[
\frac{1}{\tau} \int_{\partial G} u_{tt} N' \bar{\theta}_t \leq \frac{1}{\tau} \varepsilon \int_{\partial G} |u_{tt}|^2 + \frac{C}{\varepsilon} \int_{\partial G} |N' \bar{\theta}_t|^2 := I_3 + I_4
\] 
Using a Sobolev trace theorem (see e.g. [7]) we get for \( I_4 \):
\[
\frac{C}{\varepsilon} \int_{\partial G} |N' \bar{\theta}_t|^2 \leq \frac{C}{\varepsilon^2} ||\theta_t||^2 + C ||\nabla \theta||^2
\]  

We mention that in the case of the boundary condition (2.7) we have no appropriate form of the Poincaré inequality for \( \theta \). To estimate \( I_1 \) and \( I_2 \) resp. \( I_3 \) we need two theorems. We will also apply these theorems in the next chapter for the nonlinear case, for this purpose it makes sense to extend the results needed in this chapter slightly and not to use the boundary condition.

**Theorem 2.11** Assume that \( \theta \) satisfies the differential equation:
\[
c \theta_t + \kappa \Delta \theta = h_2
\]  
(2.14) 
Furthermore let \( \theta \) be locally constant on \( \partial G \) and \( \sigma \in (C^1(\tilde{G}))^n \) with \( \sigma = \tilde{n} \) on \( \partial G \). (For the existence of such a \( \sigma \) see appendix A.)

Then we have:
\[
\kappa \int_{\partial G} \left| \frac{\partial \theta}{\partial n} \right|^2 = 2c \int_{\partial G} \theta_t \sigma \nabla \theta + 2\kappa \int_{\partial G} \nabla \theta \nabla \sigma_k \partial_k \theta - \kappa \int_{\partial G} \text{div} \sigma |\nabla \theta|^2 - \int_{\partial G} h_2 \sigma \nabla \theta
\]  
(2.15) 
**Proof:** We start with (2.14), multiply with \( \sigma_k \partial_k v \) and integrate over \( G \). \( \theta \) is locally constant on \( \partial G \) so we have: \( \frac{\partial \theta}{\partial n} = \nabla \theta \). If we apply this, an elementary calculation and partial integration leads to the theorem's statement. \( \square \)
Theorem 2.12 Let \( v(x) = (v_1, \ldots, v_n)(x) = w(|x|)x \) be a radially symmetric solution of:

\[
v_{tt} - \tau \Delta u = h_1
\]  

(2.16)

Let \( \sigma \in (C^1(\bar{G}))^n \) with \( \sigma = \bar{n} \) on \( \partial G \).

Then we have:

\[
\tau \int_{\partial G} |\text{div} v|^2 + \int_{\partial G} |v_t|^2 - \tau \int_{\partial G} (n - 1)w(|x|) \text{div} v
= 2 \frac{d}{dt} \int_G v_t \sigma_k \partial_k v + \int_G \text{div} \sigma |v_t|^2 - \tau \int_G \text{div} \sigma |\text{div} v|^2
+ \tau \int_G \text{div} v \nabla \sigma_k \partial_k v - 2 \int_G h_1 \sigma_k \partial_k v
\]  

(2.17)

Proof: We start with equation (2.1), multiply with \( \sigma_k \partial_k v \) and integrate over \( G \):

\[
\int_G v_{tt} \sigma_k \partial_k v - \tau \int_G \nabla \text{div} v \sigma_k \partial_k v
\]  

(2.18)

Using integration by parts we get:

\[
\frac{d}{dt} \int_G v_t \sigma_k \partial_k v + \frac{1}{2} \int_G |v_t|^2 \partial_k \sigma_k - \frac{1}{2} \int_{\partial G} |v_t|^2
+ \tau \int_G \text{div} v \nabla \sigma_k \partial_k v - \frac{1}{2} \tau \int_G \text{div} \sigma |\text{div} v|^2
+ \frac{1}{2} \tau \int_{\partial G} |\text{div} v|^2 - \tau \int_{\partial G} \partial_t v_i \sigma_j \sigma_k \partial_k v_j = \int_G h_1 \sigma_k \partial_k v
\]

Now we explicitly use the radial symmetry of \( v \) to “sum up” the boundary integrals. After an elementary calculation where we use that \( \sigma |_{\partial G} = \pm \bar{n} \), we arrive at (2.17).

We can apply this theorem for thermoelasticity. It is useful to extend the equations slightly for reasons we will see later, so we reach the following corollary:

Corollary 2.13 Let \( u \) and \( \theta \) be a smooth radially symmetric vector field respective a smooth radially symmetric function. For a smooth vector field \( f \) we assume the differential equation:

\[
u_{tt} - \tau \Delta u + \beta \nabla \theta = f.
\]

Furthermore we assume the Poincaré inequality:

\[
||u||^2 \leq C||\nabla u||^2
\]

Then we have:

\[
\int_{\partial G} |\text{div} u|^2 + \int_{\partial G} |u_t|^2 \leq C \frac{d}{dt} \int_G u_t \sigma_k \partial_k u + C ||(u_t, \nabla u, \nabla \theta)||^2 + C \int_G f \sigma_k \partial_k u
\]

Proof: The proof is an immediate consequence of the theorem (2.12) that we get using the Young inequality, the Sobolev trace theorem and the assumed Poincaré inequality.
Remark 2.14 We get other useful inequalities of the same type by differentiating with respect to \( t \). For example we get:

\[
\int_{\partial G} |\text{div } u|^2 + \int_{\partial G} |u_{tt}|^2 \leq C \frac{d}{dt} \int_G u_{tt} \sigma_k \partial_k u_t + C ||(u_{tt}, \nabla u_t, \nabla \theta_t)||^2 + C \int_G f_1 \sigma_k \partial_k u_t \]

Now we want to use corollary 2.13 and theorem 2.11 to estimate the terms \( I_1 \) and \( I_2 \).

For the boundary condition (2.6) we get:

\[
\frac{d}{dt} F_3(t) \leq -\kappa ||\Delta \theta||^2 + K \frac{d}{dt} \int_G u_{tt} \sigma_k \partial_k u_t + C \varepsilon ||(u_{tt}, \nabla u_t, \nabla \theta_t)||^2 + \frac{C}{\varepsilon^2} ||(\nabla \theta, \nabla \theta_t)||^2 \tag{2.19}
\]

For the other boundary condition (2.7) we get estimating \( I_3 \) by using corollary 2.13:

\[
\frac{d}{dt} F_3(t) \leq -\kappa ||\Delta \theta||^2 + K \frac{d}{dt} \int_G u_{tt} \sigma_k \partial_k u_t + C \varepsilon^2 ||\theta_t||^2 + C \varepsilon ||(u_t, \nabla u_t)||^2 + C ||\nabla \theta_t||^2 \tag{2.20}
\]

We are now able to prove three auxiliary estimates we will need below:

\[
\frac{d}{dt} \int_G u_t u \leq -\frac{1}{2} \tau_1 ||\nabla u||^2 + C ||(\theta, u)||^2, \tag{2.21}
\]

\[
\frac{d}{dt} \int_G \text{div } u_t \text{div } u \leq -\frac{\tau}{2} ||\Delta u||^2 + C ||\nabla \theta||^2 + K_1 \alpha \left\{ \frac{d}{dt} \int_G u_{tt} \sigma_k \partial_k u_t + ||(u_{tt}, \nabla u_t, \nabla \theta_t)||^2 \right\} + K_2 \alpha \left\{ \frac{d}{dt} \int_G u_t \sigma_k \partial_k u + ||(u_t, \nabla u, \nabla \theta)||^2 \right\} + ||\nabla u_t||^2 \tag{2.22}
\]

and

\[
-\frac{\tau}{2} ||\Delta u||^2 \leq -\frac{\tau}{4} ||\Delta u||^2 - \frac{1}{8 \tau} ||u_{tt}||^2 + \frac{\beta^2}{16 \tau} ||\nabla \theta||^2 \tag{2.23}
\]

To prove these statements we have to use the differential equation in the form (2.4) resp. (2.1), the lemmata 2.5 and 2.6 and the corollary 2.13.

We now define the auxiliary energy

\[
H(t) := \eta F_1 + \eta F_2 + F_3 - (K + K_1 \alpha) \int_G u_{tt} \sigma_k \partial_k u_t - \frac{K_2}{\alpha} \int_G u_t \sigma_k \partial_k u + \varepsilon^{1/4} \int_G u_t u + \varepsilon^{1/2} \int_G \text{div } \text{div } u_t.
\]

For the Neumann–Neumann boundary condition we have the following remark:

Remark 2.15 There is no Poincaré inequality of the type \( ||\theta||^2 \leq C ||\nabla \theta||^2 \) for \( \theta \) if we have boundary condition (2.7). The ansatz to assume \( \int_G \theta_0 = 0 \) and to calculate \( d/dt \int_G \theta \) is failing: Although if we get \( \int_G \theta_0 = 0 \) with Dirichlet boundary condition for \( u \), we now (i.e. in the case of the Neumann boundary condition for \( u \)) get:

\[
\int_G \theta(t) = -\frac{\beta}{c} \int_{\partial G} u(t) \bar{n}
\]

This equation leads to an interesting physical interpretation: The (normalized) temperature in the body depends linearly on the volume of the body. If we expand the body its temperature will decrease, if we shrink it its temperature will increase — a physically sensible result.
Instead of a Poincaré inequality we can derive the following estimates:

**Lemma 2.16** If \((u, \theta)\) satisfies (2.7), then there exists a \(C > 0\) with:

\[
\begin{align*}
||\theta||^2 & \leq C||(\nabla \theta, \nabla u)||^2 \quad (2.24) \\
||\theta_t||^2 & \leq C||(\nabla \theta, \nabla \theta_t)||^2 + \varepsilon K \frac{d}{dt} \int_G \sigma_k \partial_k u + C\varepsilon \left\{ \frac{d}{dt} \langle u_t, t \rangle + ||\nabla u||^2 \right\} \quad (2.25)
\end{align*}
\]

**Proof:** First we prove (2.24):

We take the Poincaré inequality of the type:

\[
||\theta||^2 \leq C||\nabla \theta||^2 + C \left| \int_G \theta - \bar{\theta} \right|^2,
\]

where \(\bar{\theta} := \frac{1}{|G|} \int_G \theta\).

Now we use the differential equation (2.2), integrate by parts, and estimate the resulting boundary integral with the Sobolev trace theorem. So we arrive at:

\[
||\theta||^2 \leq C||\nabla \theta||^2 + C||\nabla u||^2 dx
\]

For the second statement we use (2.4), multiply it with \(u\) and integrate by parts. So we get:

\[
||u_t||^2 - \frac{d}{dt} \langle u_t, u \rangle \leq C \left( ||\nabla u||^2 + ||\theta||^2 \right) \quad (2.26)
\]

On the other hand if we multiply (2.2) with \(\theta_t\) and again integrate by parts we have:

\[
||\theta_t||^2 = \langle \Delta \theta, \theta_t \rangle + \langle \text{div} \ u_t, \theta_t \rangle = -\langle \nabla \theta, \nabla \theta_t \rangle - \langle u_t, \nabla \theta_t \rangle + \int_{\partial G} u_t \tilde{n} \theta_t
\]

Using the Young inequality we get:

\[
||\theta_t||^2 \leq \frac{C}{\varepsilon} ||(\nabla \theta, \nabla \theta_t)||^2 + C\varepsilon ||u_t||^2 + \varepsilon \int_{\partial G} |u_t \tilde{n}|^2 + \frac{C}{\varepsilon} \int_{\partial G} |\theta_t|^2
\]

Now we can use corollary 2.13 and a special kind of Sobolev trace theorem stated e.g. in [7] to get for \(\delta > 0\):

\[
||\theta_t||^2 \leq C(\varepsilon) ||(\nabla \theta, \nabla \theta_t)||^2 + \varepsilon K \frac{d}{dt} \int_G \sigma_k \partial_k u + C\varepsilon \left\{ ||u_t||^2 + ||\nabla u, \nabla \theta||^2 \right\}
\]

\[
+ \frac{C}{\varepsilon} \delta ||\theta_t||^2 + \frac{C}{\varepsilon \delta} ||\nabla \theta_t||^2
\]

For suitable small \(\delta > 0\) we can bring \(\frac{C}{\varepsilon} \delta ||\theta_t||^2\) to the left side of the inequality. Applying (2.26) and (2.24) we arrive at:

\[
||\theta_t||^2 \leq C(\varepsilon) ||(\nabla \theta, \nabla \theta_t)||^2 + \varepsilon K \frac{d}{dt} \int_G \sigma_k \partial_k u + C\varepsilon \left\{ ||\nabla u||^2 + \frac{d}{dt} \langle u_t, u \rangle \right\}
\]

That is the second statement.

The third auxiliary inequality follows immediately by using the differential equations. 
\(\Box\)
Now our goal is to show the exponential decay of the auxiliary energy $H(t)$ by using the Gronwall inequality. For a suitably big $\eta$ we estimate $\frac{d}{dt}H(t)$ for the first of our two boundary conditions, i.e. the condition (2.6):

$$
\frac{d}{dt}H(t) \leq -C\eta \| \langle \nabla \theta, \nabla \theta_t \rangle \|^2 - C\| \Delta \theta \|^2 + \frac{d}{dt} \left\{ \varepsilon^{1/4} \int_G u_t u + \varepsilon^{1/2} \int_G \text{div} u \text{div} u_t \right\} + C\varepsilon\|u_t\|^2 - K_1\alpha \left\{ \frac{d}{dt} \int_G u_t \sigma_k \partial_k u_t \right\} \\
- \frac{K_2}{\alpha} \left\{ \frac{d}{dt} \int_G u_t \sigma_k \partial_k u \right\} \quad \text{using (2.10) and (2.19)}
$$

$$
\leq -C\eta \| \langle \nabla \theta, \nabla \theta_t, \nabla \theta_t, \Delta \theta, \nabla u_t, u_t \rangle \|^2 + \varepsilon^{1/4} \left\{ -\frac{\tau_{s_1}}{2} \| \nabla u \|^2 + C\| (\theta, u_t) \|^2 \right\} \\
+ \frac{\alpha}{\tau^2} \| \Delta u \|^2 + \frac{C}{\alpha} \| (u_t, \nabla u, \nabla \theta) \|^2 + C\alpha \| (u_{tt}, \nabla u_t, \nabla \theta_t) \|^2 + \| \nabla u_t \|^2 \\
+ C\varepsilon\|u_t\|^2 \quad \text{using (2.21) and (2.22)}
$$

$$
\leq -C\eta \| \langle \nabla \theta, \nabla \theta_t, \nabla \theta_t, \Delta \theta, \nabla u_t, u_t \rangle \|^2 + \varepsilon^{1/4} \left\{ -\frac{\tau_{s_1}}{2} \| \nabla u \|^2 + C\| (\theta, u_t) \|^2 \right\} \\
+ \frac{\alpha}{\tau^2} \| \Delta u \|^2 + \frac{1}{8\tau} \| u_{tt} \|^2 + \frac{\beta^2}{4\tau} \| \nabla \theta \|^2 + \frac{C}{\alpha} \| (u_t, \nabla u, \nabla \theta) \|^2 \\
+ C\alpha \| (u_{tt}, \nabla u_t, \nabla \theta_t) \|^2 + \| \nabla u_t \|^2 \quad \text{using (2.23)}
$$

Now we define: $\alpha := \varepsilon^{1/8}$, and we choose $\varepsilon$ small enough. Then using the Poincaré inequality we get after some calculations:

$$
\frac{d}{dt}H(t) \leq -C_1 \| (\nabla \theta, \nabla \theta_t, \Delta \theta, \nabla u_t, u_t) \|^2 - C\varepsilon^{1/4} \| \nabla u \|^2 - C\varepsilon^{1/4} \| u_t \|^2 - C\varepsilon^{1/2} \| \Delta u \|^2 \\
- C\varepsilon\|u_t\|^2
$$

We now try to imitate the same steps for the boundary condition (2.7). In this case we use the lemma 2.16 instead of the Poincaré inequality for $\theta$ or $\theta_t$. We get:

$$
\frac{d}{dt}H(t) \leq -C\eta \| \langle \nabla \theta, \nabla \theta_t \rangle \|^2 - C\| \Delta \theta \|^2 + \frac{d}{dt} \left\{ \varepsilon^{1/4} \int_G u_t u + \varepsilon^{1/2} \int_G \text{div} u \text{div} u_t \right\} + C\varepsilon\|u_t\|^2 - K_2\alpha \left\{ \frac{d}{dt} \int_G u_t \sigma_k \partial_k u_t \right\} \\
- \frac{K_2}{\alpha} \left\{ \frac{d}{dt} \int G u_t \sigma_k \partial_k u \right\} \quad \text{using (2.10) and (2.20)}
$$

$$
\leq -C\eta \| \langle \nabla \theta, \nabla \theta_t, \theta_t \rangle \|^2 - C\| (\Delta \theta, \nabla u_t, u_t) \|^2 \\
+ \frac{d}{dt} \left\{ \varepsilon^{1/4} \int G u_t u + \varepsilon^{1/2} \int G \text{div} u \text{div} u_t \right\} + C\varepsilon\|u_t\|^2 \\
- K_1\alpha \frac{d}{dt} \int G u_t \sigma_k \partial_k u_t
$$
\[ + \left( \varepsilon K - \frac{K_2}{\alpha} \right) \frac{d}{dt} \int_G u_t \sigma_k \partial_k u \quad \text{using (2.25), (2.5) and Poincaré for } u_t \]
\[ \leq -C_1(\eta) \| (\nabla \theta, \nabla \theta_t, \Delta \theta, \nabla u_t, u_t) \|^2 + \varepsilon^{1/4} \left\{ -\frac{T^2}{2} \| \nabla u \|^2 + C \| (\theta, u_t) \|^2 \right\} \]
\[ + \varepsilon^{1/2} \left\{ -\frac{T}{2} \| \Delta u \|^2 + \frac{C_1}{\alpha} \| (u_t, \nabla \nabla \theta) \|^2 + C \alpha \| (u_{tt}, \nabla u, \nabla \theta_t) \|^2 + \| \nabla u_t \|^2 \right\} \]
\[ + C \varepsilon \| u_{tt} \|^2 \quad \text{using (2.21) and (2.22)} \]
\[ \leq -C_1(\eta) \| (\nabla \theta, \nabla \theta_t, \Delta \theta, \nabla u_t, u_t) \|^2 + \varepsilon^{1/4} \left\{ -\frac{T^2}{2} \| \nabla u \|^2 + C \| (\theta, u_t) \|^2 \right\} \]
\[ + \varepsilon^{1/2} \left\{ -\frac{T}{4} \| \Delta u \|^2 - \frac{1}{8T} \| u_{tt} \|^2 + \frac{\beta^2}{4T} \| \nabla \theta \|^2 + \frac{C}{\alpha} \| (u_t, \nabla u, \nabla \theta) \|^2 \right\} + C \varepsilon \| u_{tt} \|^2 \quad \text{using (2.23)} \]

With \( \alpha := \varepsilon^{1/8} \) and a small \( \varepsilon > 0 \) we get using the Poincaré inequality and (2.24):
\[ \frac{d}{dt} H(t) \leq -C_1 \| (\nabla \theta, \nabla \theta_t, \Delta \theta, \nabla u_t, u_t) \|^2 - \varepsilon^{1/4} \| \nabla u \|^2 - \varepsilon^{1/4} \| \theta \|^2 - \varepsilon^{1/4} \| u \|^2 \]
\[ -C \varepsilon^{1/2} \| \Delta u \|^2 - C \varepsilon \| u_{tt} \|^2 \]

So besides different constants we have the same result for both boundary conditions.

Using the elliptic regularity property \( \| u \|^2_{H^2} \leq C \| \Delta u \|^2_{L^2} \) (see appendix B), we have for big \( \eta \):

There are constants \( C_1, C_2 > 0 \), such that:
\[ C_1 E(t) \leq H(t) e^{\gamma t} \leq C_2 E(t) \quad (2.27) \]

This is an immediate consequence of the definitions of \( E(t) \) and \( H(t) \). Hence we have:
\[ \frac{d}{dt} \, H(t) \leq -C E(t) - C \| \nabla \theta_t \|^2 \leq -C H(t) - C \| \nabla \theta_t \|^2 \]

Now we can use the Gronwall inequality and arrive at:
\[ H(t) \leq e^{-\gamma t} \left\{ H(0) - \int_0^t \| \nabla \theta_t \|^2 e^{C \gamma r} \, dr \right\} \]

Applying (2.27) we get:
\[ E(t) \leq e^{-\gamma t} \left\{ E(0) - \int_0^t \| \nabla \theta_t \|^2 e^{C \gamma r} \, dr \right\} \quad (2.28) \]

This is the statement of theorem 2.7.
2.2 The Robin boundary condition for $\theta$

In this section we want to consider the Robin boundary condition (sometimes called “third kind boundary condition”) for $\theta$ combined with the Dirichlet boundary condition for $u$. (It should be possible to modify these arguments slightly for the Neumann boundary condition in $u$.) The physical interpretation to this problem is a thermoelastic body fixed on its boundary with heat flow through its boundary. We normalize the constant temperature of the environment to zero. This leads to

$$a(x) \frac{\partial \theta}{\partial n} = -b(x)\theta \text{ on } \partial G,$$

(2.29)

where $a$ and $b$ describe the heat flow in $x \in \partial G$.

We assume:

$$\partial G = \Gamma_D \cup \Gamma_N \cup \Gamma_R,$$

$$a(x) = 0, \ b(x) = 1 \text{ for } x \in \Gamma_D,$$

$$a(x) = 1, \ b(x) = 0 \text{ for } x \in \Gamma_N,$$

$$\frac{b(x)}{a(x)} > 0, \ \left| \frac{b(x)}{a(x)} \right| \text{ bounded for } x \in \Gamma_R$$

(2.30)

Furthermore we assume in this section that $(u, \theta)$ is a radially symmetric solution. Our goal is to prove the following theorem:

**Theorem 2.17 (Exponential decay for Robin boundary condition)** If $\Gamma_D$ or $\Gamma_R$ have positive $(n-1)$-measure, we have under the assumptions (2.30) for a radially symmetric solution $(u, \theta)$ of the equations (2.1), (2.2) together with appropriate initial conditions and the boundary condition (2.29):

There exist constants $\Gamma \geq 1$ and $\gamma > 0$ with

$$E(t) + \int_0^t e^{\gamma s} ||\nabla \theta(t)||^2 \ ds \leq \Gamma E(0),$$

(2.31)

where

$$E(t) := e^{\gamma t} \left\{ \sum_{k=0}^{2} \||\partial_t^k u(t)||^2_{H^{2-k}} + ||\theta(t)||^2 + ||\theta(t)||^2_{H^2} \right\}.$$  

(2.32)

To prove this we need again a certain form of Poincaré inequality for $\theta$. We therefore quote the following lemma (see [12]):

**Lemma 2.18 (Poincaré inequality for $\theta$)** Let $\partial \bar{G} = \Gamma_D \cup \Gamma_N \cup \Gamma_R$; let $\Gamma_D$ or $\Gamma_R$ have positive $(n - 1)$-measure. Furthermore let $\theta \in H^2(G)$, and $\theta$ satisfy (2.29) and the assumptions (2.30). Then there is a $C > 0$ with: $||\theta||^2 \leq C||\nabla \theta||^2$

**Remark 2.19** So we have up to three different types of boundary conditions on $\partial G$: On $\Gamma_D$ we have the Dirichlet, on $\Gamma_N$ the Neumann and on $\Gamma_R$ the Robin boundary condition.
Proof of the theorem:
To prove the exponential decay we use a modification of the proofs for the other boundary
conditions. The only thing that has to be modified are the estimates of the boundary integrals.
We estimate the integral \( \int_{\partial G} \frac{\partial \theta}{\partial n} \theta \) as follows:
\[
\int_{\partial G} \frac{\partial \theta}{\partial n} \theta = \int_{\Gamma_D} \frac{\partial \theta}{\partial n} \theta =_0 \gamma \int_{\Gamma_N} \frac{\partial \theta}{\partial n} \theta + \int_{\Gamma_R} \frac{\partial \theta}{\partial n} \theta
\]
\[
= - \int_{\Gamma_R} \frac{b(x)}{a(x)} \theta \quad |\theta|^2
\]
We put this into the equation for \( \frac{d}{dt} F_1(t) \) and arrive at:
\[
\frac{d}{dt} F_1(t) = -\kappa ||\nabla \theta||^2 - \int_{\Gamma_R} \frac{b(x)}{a(x)} \theta \quad |\theta|^2 \leq -\kappa ||\nabla \theta||^2
\]
Similarly we can estimate the other integrals on the boundary, e.g.:
\[
\int_{\partial G} \frac{\partial \theta}{\partial n} \theta_t = - \int_{\Gamma_R} \frac{b(x)}{a(x)} \theta_t \theta
\]
\[
\leq C \int_{\Gamma_R} \frac{b(x)}{a(x)} \theta_t \quad |\theta|^2 + C \int_{\Gamma_R} |\theta_t|^2
\]
\[
\leq C ||\nabla \theta||^2 + C ||\nabla \theta_t||^2
\]
(Such a term is small if \( \eta \) (compare with the previous section) is big enough.)
The estimate of
\[
\int_{\partial G} \text{div} \ u \frac{\partial \theta}{\partial n} \quad \leq \quad \varepsilon \int_{\partial G} |\text{div} \ u_t|^2 + \frac{C}{\varepsilon} \int_{\partial G} |\frac{\partial \theta}{\partial n}\|^2
\]
(2.33)
is the same as in section 2.1. — Remember that the theorems 2.11 and 2.12 did not depend on
the boundary condition as long as \( u \) and \( \theta \) are radially symmetric!

**Remark 2.20** In the radially symmetric case with \( G \) not simply connected this theorem allows
us to consider different boundary conditions on the interior and exterior boundary. A physical
example would be a sphere isolated to the interior but with a heat flow to the exterior or perhaps
a constant temperature on one of these boundaries.
Chapter 3

The nonlinear equations

3.1 Formulation of the problem

After studying the linearized equations of thermoelasticity we want to consider the nonlinear case. Here normally we have no global existence of solutions. In this chapter however we will show global existence for radially symmetric initial values and radially symmetric boundary conditions for small initial data.

First we formulate the initial boundary value problem. We start with the nonlinear equations in the case $n = 3$. The case $n = 2$ is similar, the condition $n < 4$ however is necessary as we will see later.

We define (starting with a smooth Helmholtz potential $\psi$):

$$C_{i\alpha j\beta}(\nabla u, \theta) := \frac{\partial^2 \psi(\nabla u, \theta)}{\partial (\partial u_i / \partial x_\alpha) \partial (\partial u_j / \partial x_\beta)},$$

$$\tilde{C}_{i\alpha} := \frac{\partial^2 \psi(\nabla u, \theta)}{\partial (\partial u_i / \partial x_\alpha) \partial \theta},$$

$$a(\nabla u, \theta) := -\frac{\partial^2 \psi(\nabla u, \theta)}{\partial \theta^2}.$$

This leads to the following differential equations:

$$\frac{\partial^2 u_i}{\partial t^2} = \text{div} \, S(\nabla u, \theta)$$

$$= C_{i\alpha j\beta}(\nabla u, \theta) \frac{\partial^2 u_j}{\partial x_\alpha \partial x_\beta} + \tilde{C}_{i\alpha}(\nabla u, \theta) \frac{\partial \theta}{\partial x_\alpha}, \quad i = 1, 2, 3$$ (3.1)

$$a(\nabla u, \theta) \theta_t = \frac{1}{b(\theta)} \text{div} \, q(\nabla u, \theta, \nabla \theta) + \tilde{C}_{i\alpha}(\nabla u, \theta) \frac{\partial^2 u_i}{\partial x_\alpha \partial t}$$ (3.2)

Here we have used the Einstein summation convention again.

For the functions $a$ and $b$ we assume: $a \geq a_0 > 0$, $b \in C^\infty(\mathbb{R})$, $b(\theta) = \theta + T_0$ for $|\theta| \leq T_0/2$, $0 < b_1 \leq b(\theta) \leq b_2 < \infty$, $-\infty < \theta < \infty$, $T_0 > 0$ reference temperature.
For $\nabla u = 0$, $\theta = 0$ the medium should be isotropic, so we assume:

$$
C_{i\alpha j\beta}(0, 0) = \lambda \delta_{i\alpha} \delta_{j\beta} + \mu (\delta_{i\beta} \delta_{\alpha j} + \delta_{\alpha j} \delta_{i\beta})
$$

$$
\tilde{C}_{i\alpha}(0, 0) = -\beta \delta_{i\alpha}
$$

$$
\frac{\partial q_i(0, 0)}{\partial (\partial \theta / \partial x_j)} = \kappa \delta_{ij}
$$

$$
a(0, 0) = c
$$

(3.3)

Furthermore we assume:

$$
C_{i\alpha j\beta}(\nabla u, \theta) = C_{j\beta i\alpha}(\nabla u, \theta)
$$

$$
\frac{\partial q_i(\nabla u, \theta, \nabla \theta)}{\partial (\partial \theta / \partial x_j)} = \frac{\partial q_j(\nabla u, \theta, \nabla \theta)}{\partial (\partial \theta / \partial x_i)}
$$

$$
\frac{\partial q_i(\nabla u, \theta, \nabla \theta)}{\partial \theta} = 0
$$

$$
\frac{\partial q_i(\nabla u, \theta, \nabla \theta)}{\partial (\partial u_\alpha / \partial x_\beta)} = 0 , 1 \leq i,j, \alpha, \beta \leq 3
$$

(3.4)

The initial conditions are:

$$
u(0) = u_0, u_t(0) = u_1, \theta(0) = \theta_0
$$

To formulate the boundary conditions we have to start with (3.1) and (3.2).

The easiest boundary condition (Dirichlet—Dirichlet) was considered in [4]. In this chapter we want to look at one of the more delicate boundary conditions: the Dirichlet condition for $\theta$ together with the Neumann condition for $u$. The difficulties we have to handle are mainly based on the nonlinearity of this boundary condition: Starting with (3.1) we get for $u$:

$$
\pi S(\nabla u, \theta) |_{\partial G} = 0.
$$

(3.5)

This difference to the Dirichlet case leads to some interesting technical problems.

Some ideas to handle the other possible boundary conditions are sketched in [11].

Now we want to reformulate the problem (3.1)–(3.5) to apply the methods of the last chapter.

For this aim we define the nonlinearities $f$ and $g$ as follows:

$$
f_t := (C_{i\alpha j\beta}(\nabla u, \theta) - C_{i\alpha j\beta}(0, 0)) \frac{\partial^2 u_j}{\partial x_\alpha \partial x_\beta} + (\tilde{C}_{i\alpha}(\nabla u, \theta) - \tilde{C}_{i\alpha}(0, 0)) \frac{\partial \theta}{\partial x_\alpha}
$$

(3.6)

$$
g := c \left\{ \frac{1}{a(\nabla u, \theta) b(\theta)} \frac{\partial q_i(\nabla u, \theta, \nabla \theta)}{\partial (\partial \theta / \partial x_j)} - \frac{1}{a(0, 0) b(0)} \frac{\partial q_i(0, 0, 0)}{\partial (\partial \theta / \partial x_j)} \right\} \frac{\partial^2 \theta}{\partial x_\alpha \partial x_\beta}
$$

$$
+ c \left\{ \frac{\tilde{C}_{i\alpha}(\nabla u, \theta)}{a(\nabla u, \theta)} - \frac{\tilde{C}_{i\alpha}(0, 0)}{a(0, 0)} \right\} \frac{\partial^2 u_\alpha}{\partial x_\alpha \partial t} + \frac{c}{a(\nabla u, \theta) b(\theta)} \frac{\partial q_i(\nabla u, \theta, \nabla \theta)}{\partial \theta} \frac{\partial \theta}{\partial x_i}
$$

$$
+ \frac{c}{a(\nabla u, \theta) b(\theta)} \frac{\partial q_i(\nabla u, \theta, \nabla \theta)}{\partial (\partial u_\alpha / \partial x_\beta)} \frac{\partial^2 u_\alpha}{\partial x_i \partial x_\beta}
$$

(3.7)

We can verify by some calculations that with these definitions the equations (3.1) and (3.2) become:

$$
u_{tt} - \mu \Delta u - (\mu + \lambda) \nabla \text{div} u + \beta \nabla \theta = f(\nabla u, \theta, \nabla^2 u, \nabla \theta)
$$

(3.8)

$$
\alpha \theta_t - \kappa \Delta \theta + \beta \text{div} u_t = g(\nabla u, \theta, \nabla^2 u, \nabla \theta, \nabla u_t)
$$

(3.9)
(For (3.8) we will sometimes use the form \( u_{tt} - \mathcal{D}' S \mathcal{D} u + \beta \nabla \theta = f \).)

For technical reasons we have to restrict the tensor \( C_{\alpha j \beta} \) to a special form. We assume:

\[
C_{\alpha j \beta} \frac{\partial^2 u_j}{\partial x_{\alpha} \partial x_{\beta}} = A_{ij}(\nabla u, \theta) \Delta u_j, \quad i = 1, \ldots, n \tag{3.10}
\]

### 3.2 A Neumann boundary condition

We want to prove global existence of our problem for radially symmetric initial data and boundary conditions.

Therefore we use a local existence result guaranteeing the global existence if the solution remains small in a certain norm. To show this we will study the decay of local solutions by comparing it to some linearized equations.

Before stating the local existence theorem we will collect a few auxiliary results.

First we need the Poincaré and the Korn inequality for \( u \), which we get in the same way as in the last chapter:

**Lemma 3.1 (Poincaré and Korn inequality for \( u \))** Assume for \( u_0, u_1 : \langle u_0, 1 \rangle = \langle u_1, 1 \rangle = 0 \), then we have:

\[
||u|| \leq C||D u||, \quad ||u|| \leq C||\nabla u|| \tag{3.11}
\]

**Lemma 3.2 (Estimate for the nonlinear boundary condition)** For \( m = 0, 1, 2, 3 \) we have, if \( \text{rot} u = 0 \):

\[
\left| \frac{d^m}{dt^m} \left( (\mathcal{N}' S \mathcal{D} u - \mathcal{N}' \tilde{\theta}) - \bar{n} S(\nabla u, \theta) \right) \right| \leq C \sum_{i=1}^{m} |(\partial_i^\prime \nabla u, \partial_i^\prime \theta)|^2
\]

**Proof:** We start with \( m = 0 \) and expand \( S(\nabla u, \theta) = (S_{ij}(\nabla u, \theta))_{ij} \) around \((0, 0)\) in a Taylor expansion. With \( S(0, 0) = 0 \) we get:

\[
S(\nabla u, \theta) = S_{\nabla u}(0, 0) \nabla u + S_{\theta}(0, 0) \theta + \mathcal{O}(|\nabla u|^2 + |\theta|^2)
\]

\[
= (C_{\alpha j \beta}(0, 0) \partial_{\alpha} u_{\beta} + \tilde{C}_{ij}(0, 0) \theta)_{ij} + \mathcal{O}(|\nabla u|^2 + |\theta|^2)
\]

Using the isotropy in \((0, 0)\) — see (3.3) — we get:

\[
|(\mathcal{N}' S \mathcal{D} u - \mathcal{N}' \tilde{\theta}) - \bar{n} S(\nabla u, \theta)| = |(n_j (C_{\alpha j \beta}(0, 0) \partial_{\alpha} u_{\beta} - \tilde{C}_{ij}(0, 0) \theta - S_{ij}(\nabla u, \theta))_{ij} + \mathcal{O}(|\nabla u|^2 + |\theta|^2)| \tag{3.12}
\]

This leads to the stated estimate.

In the case \( m = 1 \) this calculations is quite similiar, so we only write down briefly the case \( m = 2 \)
(the case $m = 3$ indeed is again analogous). — The arguments of the functions are omitted:

\[
\frac{d^2}{dt^2} \left( (N^\iota SDu - N^\iota \beta_\theta) - \bar{n} S(\nabla u, \theta) \right) = |N^\iota SDu|_{tt} - N^\iota \frac{\partial}{\partial t} \theta_{tt} - \bar{n} \left( S_{\nabla u} \nabla u_{tt} + S_{\nabla u} \nabla u_{tt} \nabla u_{tt} + S_{\nabla u} \nabla u_{tt} \nabla u_{tt} \theta_{tt} + S_{\theta} \theta_{tt} \right)
\]

\[
= |n_j C_{a j,j} (0,0) \frac{\partial}{\partial t} \theta_{tt} - n_j \frac{\partial}{\partial t} \theta_{tt} - n_j \frac{\partial}{\partial t} \theta_{tt} \nabla u_{tt} - \bar{n} \left( S_{\nabla u} \nabla u_{tt} \nabla u_{tt} + S_{\nabla u} \nabla u_{tt} \nabla u_{tt} \theta_{tt} + S_{\theta} \theta_{tt} \theta_{tt} \right) |
\]

\[
\leq C \left( |\nabla u|^2 + |\theta|^2 + |\nabla u_{tt}|^2 + |\theta_{tt}|^2 + |\nabla u_{tt}|^2 + |\theta_{tt}|^2 \right)
\]

We just mention that the second order derivatives of $S(\nabla u, \theta)$ exist and are bounded because we have assumed that $S$ is smooth, and we have small $\nabla u$ and small $\theta$. 

We now cite the local existence theorem. It is a special application of the theorem given in [3].

**Theorem 3.3 (Local existence theorem)** Let $u_j \in H^{4-j}$, $j = 0, \ldots, 4$, $\theta_j \in H^{4-j}$, $j = 0, 1, 2, \theta_3 \in L^2$, where $u_j := \partial_t^j u |_{t=0}$, $\theta_j := \partial_t^j \theta |_{t=0}$. Furthermore there is a $K_0 \leq \min \{ 1, T_0 / 2 \}$ with $|\nabla u_0(x)|, |u_1(x)|, |\theta_0(x)|, |\nabla \theta_0(x)| < K_0$ for all $x \in G$. Then we have a unique solution $(u, \theta)$ of (3.8), (3.9), (3.5) defined on a maximal existence interval $[0, T)$, $T \leq \infty$, such that for all $\tilde{t} \in [0, T]$:

\[
u_j \in C^3([0, \tilde{t}], H^{4-j}), \quad j = 0, \ldots, 4
\]

\[
\theta_j \in C^3([0, \tilde{t}], H^{4-j}), \quad j = 0, 1, 2
\]

\[
\theta_{ttt} \in C^0([0, \tilde{t}], L^2) \cap L^2([0, \tilde{t}], H^1)
\]

(3.13)

Furthermore for all $(x, t) \in G \times [0, T)$ we have:

\[
|\nabla u(x, t)|, |u_t(x, t)|, |\theta(x, t)|, |\nabla \theta(x, t)| < K_0
\]

(3.14)

Furtheron there is $T = \infty$, i.e. the solution is a global solution, if:

\[
\sup_{t \in [0, T]} \left( \sum_{j=0}^4 \| \partial_t^j u \|_{H^{4-j}}^2 + \sum_{j=0}^2 \| \partial_t^j \theta \|_{H^{4-j}}^2 + \| \theta_{ttt} \|_{H^1}^2 \right) (t) + \int_0^T \| \nabla \theta_{ttt}(s) \|^2 ds < \infty
\]

(3.15)

and

\[
\sup_{x \in G, t \in [0, T]} (|\nabla u(x, t)|, |u_t(x, t)|, |\theta(x, t)|, |\nabla \theta(x, t)|) < K_0.
\]

(3.16)

We are now able to formulate and to prove our global existence theorem:

**Theorem 3.4 (Global existence theorem)** Let $(u, \theta)$ be a local solution of theorem 3.3 being also radially symmetric. Then there exists an $\delta > 0$ with

\[
\sum_{j=0}^4 \| u_j \|_{H^{4-j}}^2 + \sum_{j=0}^2 \| \theta_j \|_{H^{4-j}}^2 + \| \theta_3 \|_{H^1}^2 \leq \delta^2,
\]

(3.17)
such that a global solution exists, which satisfies:

\[ ||u(t)||_{H^4}, ||\theta||_{H^4} \rightarrow 0 \] exponentially

**Remark 3.5** To get radially symmetric solutions we have to assume that for all \( \Omega \in O(n), W \in \mathbb{R}^{n \times n} \) and all \( x \in G \):

\[
S(\Omega^T W \Omega, \cdot) = \Omega^T S(W, \cdot) \Omega
\]
\[
\begin{align*}
g(\nabla u, \theta, \nabla^2 u, \nabla^2 \theta, \nabla u_t)(\Omega x) &= g(\nabla u, \theta, \nabla^2 u, \nabla^2 \theta, \nabla u_t)(x)
\end{align*}
\] (3.18)

In addition all initial values must be radially symmetric. It follows the radial symmetry of the solution \((u, \theta)\). To see this let \((u, \theta)\) be a solution and \(v(x) := \Omega^T u(\Omega x), \varphi(x) := \theta(\Omega x)\), then \((v, \varphi)\) satisfies the differential equations (3.8) and (3.9):

\[
f(\nabla u, \theta, \nabla^2 u, \nabla \theta) = \text{div} S(\nabla u, \theta)|_{\nabla u=0, \theta=0} - \text{div} S(\nabla u, \theta)
\]

means that for all \( \Omega \in O(n), W \in \mathbb{R}^{n \times n} \) and all \( x \in G \) we have:

\[
f(\nabla u, \theta, \nabla^2 u, \nabla \theta)(\Omega x) = f(\nabla u, \theta, \nabla^2 u, \nabla \theta)(x)
\]

But \((v, \varphi)\) satisfies the same initial values like \((u, \theta)\), because they are radially symmetric as we have assumed. Furthermore we have:

\[
\bar{n} S(\nabla v, \psi) (x) = n_{\Sigma} S_{\Sigma}(\Omega_{k,j} \partial_m u_k(\Omega x) \Omega_{mi}, \theta(\Omega x))
\]
\[
= n_{\Sigma} S_{\Sigma}((\nabla u(\Omega x))_{jm} \Omega_{mi}, \theta(\Omega x))
\]
\[
= n_{\Sigma} \Omega^T_{ij} S_{\Sigma}((\nabla u(\Omega x)), \theta(\Omega x)) \Omega_{ij}
\]
\[
= \Omega^T \bar{n} S(\nabla u, \theta)(\Omega x) \Omega = 0
\]

So \((v, \varphi)\) satisfies the same boundary conditions as \((u, \theta)\). Using the uniqueness we have: \((u, \theta) = (v, \varphi)\), but that means especially that \((u, \theta)\) is radially symmetric.

There exist indeed functions satisfying our assumptions, for an example see [11].

Now we prove the global existence theorem:

**Proof of the theorem:** First we define:

\[
M(t) := e^{7t} \left\{ \sum_{j=0}^{4} ||\partial_j^4 u||_{H^{4-j}}^2 + \sum_{j=0}^{2} ||\partial_j^2 \theta||_{H^{4-j}}^2 + ||\theta_{ttt}||^2 \right\} (t)
\]

\[
+ \int_0^t e^{7s} ||\nabla \theta_{ttt}(s)||^2 ds
\] (3.19)

\[
\Lambda := 258[\beta^2 + c^2 + 1] \Gamma^3 (1 + \kappa^{-2}) \sum_{j=0}^{2} \tau^{-2j}
\] (3.20)
Here $\Gamma$ is the constant of the exponential decay theorem in chapter 2. $\tilde{\Gamma} > 1$ is given by the inequalities:

$$
\|h\|_{H^{j+2}}^2 \leq \tilde{\Gamma} \|\Delta h\|_{H^j}^2,
$$

(\text{where } h \in H^j_{G}(G), \Delta h \in \mathcal{L}^2, j = 0, 1, 2),

$$
\|v\|_{H^{j+2}}^2 \leq \tilde{\Gamma} \|\Delta v\|_{H^j}^2 + C\delta^3,
$$

(\text{where } v \in (H^{j+1}(G))^n, \int_G S(v, 0) = 0 \text{ on } \partial G, \langle v, 1 \rangle = 0, \Delta v \in (H^j)^n, j = 0, 1, 2 \text{ and } v = u \text{ or } j = 0, 1 \text{ and } v = u_t.)

(3.21)

(For the second one of these elliptic regularity properties compare with appendix B.)

Then there exists a $t_0 \in (0, T]$, such that $M(t) \leq \Lambda \delta^2$ for all $t \in [0, t_0)$, because we have assumed $M(0) \leq \delta^2$, it is $\Lambda > 1$ (because $\tilde{\Gamma} \geq 1$), and $M$ is continuous.

Now let

$$
T^* := \sup\{t_1 > 0 \mid M(t) \leq \Lambda \delta^2 \text{ für } t \in [0, t_1]\},
$$

(3.22)

then obviously we have $0 < T^* \leq T$.

We consider the cases $T^* < T$ and $T^* = T$:

If $T = T^*$ the solution lies in $\mathcal{L}^\infty(G)$, because we can use the Sobolev imbedding theorem

$$
H^4(G) \hookrightarrow \mathcal{C}_h(G) \text{ having } 4 > n/2. \text{ Using lemma 3.3 we therefore have } T = \infty, \text{ i.e. the solution is a global solution. So it is sufficient to find a contradiction to the second case.}
$$

So let $T^* < T$. For $t \in [0, T^*)$ we now using (3.22), that:

$$
u(t), \theta(t) \in H^4(G), u_t(t), \theta_t(t) \in H^3(G), u_{tt}(t), \theta_{tt}(t) \in H^2(G)$$

Applying the Sobolev imbedding theorem\(^1\) $H^2(G) \hookrightarrow \mathcal{L}^\infty(G)$ we get (for all $t \in [0, T^*)$):

There are $C, \gamma > 0$, satisfying:

$$
\|u(t)\|_{W^{2,\infty}, \|\theta(t)\|_{W^{2,\infty}, \|u_t(t)\|_{W^{1,\infty}, \|\theta_t(t)\|_{W^{1,\infty}, \|u_{tt}(t)\|_{L^\infty, \|\theta_{tt}(t)\|_{L^\infty} \leq C\delta e^{-\gamma t}}  \quad (3.23)
$$

We now define an auxiliary energy similar to the energy $E(t)$ in chapter 2:

$$
\mathcal{E}(t; u, \theta) := e^{\gamma t} \left( \sum_{j=0}^2 \|\theta_j\|_{H^{2-j}}^2 + \|\theta\|_{H^2}^2 \right) (t) + \int_G e^{\gamma s} \|\nabla \theta_t(s)\|^2 ds \quad (3.24)
$$

In contrast to the linear case we will not be able to prove exponential decay for arbitrarily large initial data. Nevertheless we apply the methods we have used in the linear case to get energy estimates. But these energy estimates contain certain terms with $f$ and $g$. Utilizing the smallness of the initial data we can estimate these terms to get exponential decay at least for

\(^1\)Here we use explicitly $n < 4$.\hfill\(\blacksquare\)
small initial data.

First we prove:

\[
\mathcal{E}(t; u, \theta) + \int_0^t e^{\gamma s} \int_{\partial G} \left| \frac{\partial u_t}{\partial n} \right|^2 \, dx \, ds \leq \Gamma \mathcal{E}(0; u, \theta) + C e^{\gamma t} \| g(t) \|^2
\]

\[+ C \int_0^t e^{\gamma s} \left\{ ||f(t)|| \left( ||u|| + ||u_t|| + ||\Delta u|| + ||f|| \right) + ||g(t)|| \left( ||\nabla \theta|| + ||\Delta \theta|| + ||g|| \right) \, ds \right\}

\[+ C \left\{ \int_0^t e^{\gamma s} (f_t, u_{tt}) \, ds \right\} + \left\{ \int_0^t e^{\gamma s} (g_t, \theta_t) \, ds \right\} + \left\{ \int_0^t e^{\gamma s} (f_t, \sigma_k \partial_k u_t) \, ds \right\} \]

\[+ \int_0^t e^{\gamma s} \int_{\partial G} |\nabla u|^4 + \int_0^t e^{\gamma s} \int_{\partial G} |\nabla u_t|^4 \right\}

\[:= \Gamma \mathcal{E}(0; u, \theta) + \mathcal{P}(t; u, \theta, f, g), \quad t \in [0, T^*) \quad (3.25)\]

For the proof we use the energy method in the same manner as in the linear case. This is a rather long but straightforward calculation, so we only want to mention that we can take advantage of the generalized nature of corollary 2.11. (For a complete proof we cite again [11].)

Using the auxiliary energies \(F_i(t)\) defined in the previous chapter we finally get:

\[
\frac{d}{dt}(\eta F_1 + \eta F_2 + F_3) \leq -\kappa \eta (||\nabla \theta||^2 + ||\nabla \theta_t||^2) - \kappa ||\Delta \theta||^2 + \eta \int_G f u_t + \int_G g \theta + \int_G f_t u_{tt} + \int_G g_t \theta_t)

\[\]

\[+ C \int_G g \Delta \theta - \int_G f \Delta u_t + \frac{C}{\eta} \int_G (\nabla u_t, \nabla u, \nabla u_t) 2 ds\right\]

\[+ \frac{C}{\eta} \int_G f_t \sigma_k \partial k u_t + \frac{K_2}{\eta} \int_G u_t \sigma_k \partial k u + \frac{K_3}{\eta} \int_G u_t \sigma_k \partial k u_t \]

\[+ \frac{C}{\varepsilon^3} ||(\nabla \theta, \theta_t)||^2 + \varepsilon ||\text{div} u||^2 + C \varepsilon ||(\nabla u_t, \nabla u, \nabla \theta_t)||^2

\[+ \frac{C}{\varepsilon} ||g|| ||\nabla \theta|| + \frac{C \eta^2}{\tau} \int_{\partial G} (|\nabla u_t|^4 + |\nabla u|^4) + C \varepsilon \int_G f_t \sigma_k \partial k u_t

\[+ K_1 \varepsilon \int_G u_t \sigma_k \partial k u - C \varepsilon \int G \left| \frac{\partial u_t}{\partial n} \right|^2 , \quad (3.26)\]

where we have used this lemma:

**Lemma 3.6** Let \( v = w(|x|) x \) be radially symmetric, then we have:

\[
\frac{1}{2} \int_{\partial G} \left| \frac{\partial v}{\partial n} \right|^2 \leq \frac{1}{2} \int_{\partial G} |\text{div} v|^2 + C ||(v, \nabla v)||^2
\]

**Proof:** The idea is similar to the proof of the theorems 2.11 and 2.12: Here we multiply \( \Delta v = \text{div} \nabla v \) with \( \sigma_k \partial k v \), integrate by parts and calculate the boundary integrals using explicitly the radial symmetry.

We now define similar to the linear case the energy

\[
H(t) := \eta F_1 + \eta F_2 + F_3 - \left( \frac{K_2}{\eta^2} + \frac{K_5}{\alpha} \right) \int_G u_t \sigma_k \partial k u_t - \left( K_1 \varepsilon + \frac{K_3}{\eta^2} + K_4 \alpha \right) \int_G u_t \sigma_k \partial k u

\[+ \varepsilon^{1/4} \int G u_t + \varepsilon^{1/2} \int G \text{div} u \, \text{div} u_t.
\]

The constants \( K_4 \) and \( K_5 \) will be given later.

Again like in the linear case we show three auxiliary estimates:
Lemma 3.7 Under the given assumptions we have:

\[
\frac{d}{dt} \int_G u_t \, u \leq -\frac{\tau s_1}{2} ||\nabla u||^2 + C ||(\theta, u_t)||^2 + C \int_{\partial G} |\nabla u|^4 + ||f|| \, ||u|| \tag{3.27}
\]

\[
\frac{d}{dt} \int_G \text{div} u \cdot \text{div} u \leq -\frac{\tau}{2} ||\Delta u||^2 + C ||\nabla \theta||^2 + ||\Delta u|| \, ||f|| + ||\nabla u_t||^2
\]

\[+ \alpha \left\{ K_1 \frac{d}{dt} \int_G u_t \sigma_k \partial_k u_t + ||(u_t, \nabla u_t, \nabla \theta_t)||^2 + \int_G f_t \sigma_k \partial_k u_t \right\} \]

\[+ \frac{C}{\alpha} \left\{ K_5 \frac{d}{dt} \int_G u_t \sigma_k \partial_k u_t + ||(u_t, \nabla u_t, \nabla \theta, f)||^2 \right\} \tag{3.28}
\]

\[-\frac{\tau}{2} ||\Delta u||^2 \leq -\frac{\tau}{4} ||\Delta u||^2 - \frac{1}{8\tau} ||u_t||^2 + \frac{\beta^2}{4\tau} ||\nabla \theta||^2 + \frac{1}{8\tau} ||f||^2 \tag{3.29}
\]

Proof: The proofs correspond to the linear case in the previous chapter. □

Now we can derive an energy estimate for \(H(t)\). For this purpose we use (3.26), (3.27), (3.28) and (3.29) to arrive at:

\[
\frac{d}{dt} H(t) \leq -\kappa \eta (||\nabla \theta||^2 + ||\nabla \theta_t||^2) - \kappa ||\Delta \theta||^2 + \eta \left\{ \int_G f u_t + \int_G g \theta + \int_G f_t u_t + \int_G g_t \theta_t \right\}
\]

\[- \int_G g \Delta \theta - \int_G f \Delta u_t + \frac{C}{\varepsilon^2} ||(\nabla \theta, \theta_t)||^2 + C \varepsilon ||(\nabla u_t, \nabla \theta_t, \nabla \theta, f, g)||^2
\]

\[+ \frac{C}{\varepsilon} ||g|| \, ||\nabla \theta|| + \frac{C}{\eta} ||(u_t, \nabla u_t, \nabla \theta, f, u_t, \nabla u_t, \nabla \theta_t)||^2 + \frac{C}{\eta} \int_G f_t \sigma_k \partial_k u_t
\]

\[+ C \eta^2 \int_{\partial G} |\nabla u_t|^4 + C \eta^2 \int_{\partial G} |\nabla u_t|^4 + C \varepsilon \int_G f_t \sigma_k \partial_k u_t
\]

\[+ \varepsilon^{1/4} \left\{ C ||(\theta, u_t)||^2 + ||f|| \, ||u_t|| - \frac{\tau s_1}{2} ||\nabla u||^2 \right\} + \varepsilon^{1/2} \left\{ C ||(\nabla \theta, \nabla u_t)||^2 + ||\Delta u_t|| \, ||f|| \right\}
\]

\[+ \varepsilon^{1/2} \varepsilon^{-1/8} \left\{ C ||(u_t, \nabla u_t, \nabla \theta_t)||^2 + \int_G f_t \sigma_k \partial_k u_t \right\} + \varepsilon^{1/2} \frac{C}{\varepsilon^{1/8}} ||(u_t, \nabla u_t, \nabla \theta, f)||^2
\]

\[\leq -\varepsilon^{1/2} \frac{\tau}{4} ||\Delta u||^2 - \varepsilon^{1/2} \frac{1}{8\tau} ||u_t||^2 + \varepsilon^{1/2} \frac{\beta^2}{4\tau} ||\nabla \theta||^2 + \varepsilon^{1/2} \frac{1}{8\tau} ||f||^2
\]

\[\leq -C \varepsilon \int_{\partial G} \left| \frac{\partial u_t}{\partial n} \right|^2 \tag{3.30}
\]

Using the Poincaré inequality, equation (3.9), and lemma 2.6 we get:

\[-\kappa \eta (||\nabla \theta||^2 + ||\nabla \theta_t||^2) - \kappa ||\Delta \theta||^2 \leq -C \eta ||(\nabla \theta, \theta_t, \theta_t)||^2 - C ||(\Delta \theta, \nabla u_t, u_t)||^2 + C ||g||^2 \tag{3.31}
\]

We insert (3.31) into (3.30), choose a small \(\varepsilon > 0\) and a big \(\eta\), such that we arrive at:

\[
\frac{d}{dt} H(t) \leq -C ||(u_t, u_{tt}, \nabla u_t, \Delta u_t, \theta_t, \theta_t, \nabla \theta_t)||^2 + C ||f||^2 + C ||g||^2
\]

\[+ C \int_G f u_t + \int_G g \theta + \int_G f_t u_t + \int_G g_t \theta_t \]

\[- \int_G g \Delta \theta - \int_G f \Delta u_t + C ||g|| \, ||\nabla \theta|| + C \int_G f_t \sigma_k \partial_k u_t
\]

\[+ C \int_{\partial G} |\nabla u_t|^4 + C \int_{\partial G} |\nabla u_t|^4 + C \int_G f_t \sigma_k \partial_k u_t
\]

\[+ C ||f|| \, ||u_t|| + C ||\Delta u_t|| \, ||f|| + C \int_G f_t \sigma_k \partial_k u_t - C \int_{\partial G} \left| \frac{\partial u_t}{\partial n} \right|^2
\]
Now we can use the Gronwall inequality. To show the equivalence of $\mathcal{E}(t; u, \theta)$ and $H(t)$ for big $\eta$ we have to use some kind of elliptic regularity property. For a nonlinear Neumann boundary condition however there is no such analogon. Nevertheless for the radially symmetric case we have a similar result proved in appendix B:

$$||u||_{H^2}^2 \leq C||\Delta u||^2 + C \int_{\partial G} |\nabla u|^4$$  \hspace{1cm} (3.32)

Taking this all together we can prove (3.25).

If we consider the differential equations (3.8) and (3.9), we see that they are fulfilled by $\partial_t^l u$ and $\partial_t^l \theta$ if the nonlinearities $f$ and $g$ are replaced with $\partial_t^l f$ resp. $\partial_t^l g$. Using this and (3.25) we get:

$$\mathcal{E}(t; \partial_t^l u, \partial_t^l \theta) + \int_0^t e^{\gamma s} \int_{\partial G} \left| \partial_t^{l+1} \frac{\partial u}{\partial n} \right|^2 dxds \leq \Gamma\mathcal{E}(0; \partial_t^l u, \partial_t^l \theta) + \mathcal{P}(t; \partial_t^l u, \partial_t^l \theta, \partial_t^l f, \partial_t^l g), \quad l = 0, 1, 2 \hspace{1cm} (3.33)$$

We now want to estimate $\mathcal{P}(t; \partial_t^l u, \partial_t^l \theta, \partial_t^l f, \partial_t^l g)$ to get a priori estimates for all derivatives of $u$ and $\theta$ up to order four with not more than order two in space. It is useful to divide $\mathcal{P}(t; \partial_t^l u, \partial_t^l \theta, \partial_t^l f, \partial_t^l g)$ in six terms $T_0$–$T_5$:

$$\mathcal{P}(t; \partial_t^l u, \partial_t^l \theta, \partial_t^l f, \partial_t^l g) = C \int_0^t e^{\gamma s} \left\{ ||\partial_t^l f|| (||\partial_t^l u|| + ||\partial_t^l \theta|| + ||\Delta \partial_t^l u|| + ||\partial_t^l f||) ight\}$$

$$+ ||\partial_t^l g||(||\partial_t^l \theta|| + ||\Delta \partial_t^l \theta|| + ||\partial_t^l g||) + C \left\{ \int_0^t e^{\gamma s} (\partial_t^l f, \Delta \partial_t^l u_t) ds \right\}$$

$$+ \int_0^t e^{\gamma s} (\partial_t^l f_t, \Delta \partial_t^l u_t) ds + \int_0^t e^{\gamma s} (\partial_t^l f_t, \sigma_k \partial_k \partial_t^l u_t) ds + \int_0^t e^{\gamma s} (\partial_t^l g_t, \partial_t^l \theta_t) ds$$

$$+ \sum_{i=1}^{l+1} \int_0^t e^{\gamma s} \int_{\partial G} |\nabla \partial_t^i u|^4 ds \right\} \hspace{1cm} (3.34)$$

We have $T_0 \leq Ce^3 + Ce^4$ because using (3.10) and denoting

$$A := A(\nabla u, \theta) := (A_{ij}(\nabla u, \theta) - A_{ij}(0, 0))_{ij},$$

$$\tilde{C} := \tilde{C}(\nabla u, \theta) := (\tilde{C}_{ij}(\nabla u, \theta) - \tilde{C}_{ij}(0, 0))_{ij}$$

we get:

$$f_t = \partial_t (A(\nabla u, \theta)) \Delta u + A(\nabla u, \theta) \Delta u_t + \partial_t (\tilde{C}(\nabla u, \theta)) \nabla \theta + \tilde{C}(\nabla u, \theta) \nabla \theta_t$$

$$= A_{\nabla u}(\nabla u, \theta) \nabla u_t \Delta u + A_\theta(\nabla u, \theta) \theta_t \Delta u + A(\nabla u, \theta) \Delta u_t$$

$$+ \tilde{C}_{\nabla u}(\nabla u, \theta) \nabla u_t \nabla \theta + \tilde{C}_\theta(\nabla u, \theta) \theta_t \nabla \theta + \tilde{C}(\nabla u, \theta) \nabla \theta_t$$
And if we differentiate this with respect to $t$ we get:

$$f_{tt} = \partial_t(A_{\nabla u})\nabla u_t \Delta u + A_{\nabla u} \nabla u_{tt} \Delta u + A_{\nabla u} \nabla u_t \Delta u_t$$

$$+ \partial_t(A_\theta)\theta_t \Delta u + A_\theta \theta_{tt} \Delta u + A_\theta \theta_t \Delta u_t$$

$$+ A_{\nabla u} \nabla u_t \Delta u_t + A_\theta \theta_t \nabla \theta + \bar{C}_{\nabla u} \nabla u_t \nabla \theta + \bar{C}_{\nabla u} \nabla u_t \nabla \theta_t$$

$$+ \partial_t(\bar{C}_\theta)\theta_t \nabla \theta + \bar{C}_\theta \theta_{tt} \nabla \theta + \bar{C}_\theta \theta_t \nabla \theta_t$$

$$+ \bar{C}_{\nabla u} \nabla u_t \nabla \theta_t + \bar{C}_\theta \theta_t \nabla \theta_t + \bar{C}_\theta \nabla \theta_{tt}$$

(3.35)

Using that $f$ is continuous and applying (3.23) we get: $||A(\nabla u, \theta)||_\infty \leq C(||\nabla u||_\infty + ||\theta||_\infty) \leq C\delta e^{-\gamma s}$ and also $||\bar{C}(\nabla u, \theta)||_\infty \leq C(||\nabla u||_\infty + ||\theta||_\infty) \leq C\delta e^{-\gamma s}$. We therefore are able to estimate in each of the terms all functions but one with respect to the $L_\infty$-norm. So we can prove:

$$||f_{tt}|| \leq C\delta^2 e^{-\gamma s}$$

A similar calculation for $g$ leads to:

$$T_0 \leq C\delta^3$$

We now consider $T_1$. Here we only want to discuss the case $l = 2$. The terms of lower order make fewer difficulties.

Using the special form (3.23) of $f$, the symmetry of $A(\nabla u, \theta)$, the Leibniz formula, the mean theorem of differentiation and the Cauchy–Schwarz inequality we have:

$$T_1 \leq C\delta^3 + \int_0^t e^{\gamma s} |f_{tt}, \Delta u_{tt}| ds$$

$$\leq C\delta^3 + \int_0^t e^{\gamma s} (A(\nabla u, \theta) \partial^2_t \Delta u, \partial^3_t \Delta u) ds$$

$$\leq C\delta^3 + \frac{1}{2} \int_0^t e^{\gamma s} \frac{d}{dt} (A(\nabla u, \theta) \partial^2_t \Delta u, \partial^2_t \Delta u) ds$$

$$\leq \frac{1}{2} e^{\gamma t} \left| A(\nabla u, \theta) \partial^2_t \Delta u, \partial^2_t \Delta u \right|$$

$$+ \frac{1}{2} \int_0^t e^{\gamma s} (A(\nabla u, \theta) \partial^2_t \Delta u, \partial^2_t \Delta u) ds$$

$$\leq C\delta^3$$

To estimate $T_2$ we need the following lemma for radially symmetric functions:

**Lemma 3.8** Let $v = w(|x|)x$ be a radially symmetric function, then we have:

$$\int_{\partial G} |\nabla v|^2 \leq \int_{\partial G} \left| \frac{\partial v}{\partial n} \right|^2 + C||v||_{H^1}^2$$
Proof: Direct calculation and using the Sobolev trace theorem.

Now we can argue similarly to the estimate of $T_1$. Again we use the special form of $f$, integrate by parts, but now we use the lemma 3.8 to estimate the boundary integrals. We arrive at:

$$T_2 \leq C\delta^3 + C\delta \int_0^t e^{\gamma s} \left| \frac{\partial u_{ttt}}{\partial \tilde{n}} \right|^2 \, dx \, ds \quad (3.36)$$

In a similar way we also estimate $T_3$ and get:

$$T_3 \leq C\delta^3 + \left| \int_0^t e^{\gamma s} \left( A(\nabla u, \theta) \frac{\partial^3}{\partial x^3} \nabla u \right) \right| \, ds
\quad + C\delta \left| \int_0^t e^{\gamma s} \left( \frac{\partial^3}{\partial x^3} \nabla u \frac{\partial^4}{\partial t^4} u \tilde{n} \right) \right| \, ds \quad (3.37)$$

The boundary integral we have to estimate, using lemma 2.6 and corollary 2.13, as follows:

$$\int_{\partial G} \frac{\partial^3}{\partial x^3} \nabla u \frac{\partial^4}{\partial t^4} u \tilde{n} \leq C \left\{ \int_{\partial G} \left| \left( \frac{\partial^2 u}{\partial x^2} \right) \right|^2 + \int_{\partial G} \left| \left( \frac{\partial^2 u}{\partial x^2 \partial t} \right) \right|^2 \right\} + C \left( \left| \nabla u_{ttt} \right|^2 + \left| \left( \frac{\partial u_{ttt}}{\partial x} \right) \right|^2 \right)$$

$$\leq C \frac{d}{dt} \int_G u_{tttt} \sigma_k \partial_k u_{ttt} + C \left( \left| \nabla u_{ttt} \right|^2 + \left| \left( \frac{\partial u_{ttt}}{\partial x} \right) \right|^2 \right)$$

$$+ C \int_G f_{tttt} \sigma_k \partial_k u_{ttt} \quad (3.38)$$

Here we can use the estimate for $T_2$ and get, using Leibniz formula and the mean theorem of differentiation:

$$T_3 \leq C\delta^3 + C\delta^2 \left| \int_0^t e^{\gamma s} \left| \frac{\partial}{\partial \tilde{n}} u_{ttt} \right|^2 \, dx \, ds \right|$$

To estimate $T_4$ we use a similar method utilizing that $\theta$ vanishes on the boundary and get:

$$T_4 \leq C\delta^3$$

To estimate the boundary terms of order four summarized in $T_5$ we have to use a very different method. The idea is to show that in the linear and radially symmetric case we can estimate the derivatives of a function on the boundary by the function itself. Then we show that the nonlinear boundary condition for small data approximates somehow the linear one, so we can get a similar estimate using the implicit function theorem.

For the proof we want to consider an easier case, so let $G := B(0, 1) \subset \mathbb{R}^2$. Let $v := \partial^m_1 u$ be radially symmetric with $m = 0, 1, 2, 3$ and $v(x) = w(||x||)x$. Then on $\partial G$ we have

$$\partial_1 v_1 = w' x_1^2 + w, \quad \partial_1 v_2 = w' x_1 x_2,$$

$$\partial_2 v_1 = w' x_1 x_2, \quad \partial_2 v_2 = w' x_2^2 + w,$$

where we have defined $w' := w'(1)$ and $w := w(1)$.

We now consider the linear boundary condition $N^\lambda SDu = 0$ on $\partial G$, e.g. in $x = (0, 1)$, where we have:

$$N^\lambda SDv = \begin{pmatrix} n_1 (\tau \partial_1 v_1 + \lambda \partial_2 v_2) + n_2 (\mu \partial_1 v_2 + \mu \partial_2 v_1) \\ n_2 (\lambda \partial_1 v_1 + \tau \partial_2 v_2) + n_1 (\mu \partial_1 v_2 + \mu \partial_2 v_1) \end{pmatrix} = \begin{pmatrix} \tau (w' + w) + \lambda w \\ 0 \end{pmatrix}$$
If \( v \) satisfies the linear boundary condition it follows:

\[
\tau w' + (\tau + \lambda) w = 0 \tag{3.39}
\]

So we could estimate \( w' \) by \( w \). We now want to transfer this for the nonlinear case. Therefore we define the following functions for \( x = (x_1, x_2) \in \partial G \):

\[
\begin{align*}
g : \mathbb{R}^2 &\to \mathbb{R}^4, \quad g(a, b) := \left( ax_1^2 + b_1 a x_1 x_2, a x_1 x_2, a x_2^2 + b_2 \right), \\
f_i : \mathbb{R}^2 &\to \mathbb{R}, \quad f_i(a, b) := \langle \vec{n} S(g(a, b), 0) \rangle_{i=1,2},
\end{align*}
\]

where \( \vec{n} \) is the normal in \( x \).

Obviously \( g \) is in \( C^\infty \) and \( f_i \) is also smooth, if we assume \( S \) to be smooth. We have \( g \) defined such that \( g(w', w) = \nabla v \). Remembering \( M(t) \leq \Lambda \delta^2 \) we have: \( \|v(t)\|_{H^1}^2 = \|\partial_t^mu(t)\|_{H^1}^2 \leq \Lambda \delta^2 \) fur \( t \in [0, T^*] \). Using the Sobolev trace theorem we get: \( \int_{\partial G} |v|^2 \leq C \Lambda \delta^2 \).

Using the radial symmetry of \( u \) we have \( |v|^2 \) locally constant on \( \partial G \) (and constant for \( G = B(0,1) \)), so we have:

\[
\sup_{x \in \partial G} |v(x, t)|^2 = \|\partial_t^mu(t)\|_{L^\infty(\partial G)}^2 \leq C \Lambda \delta^2 =: K \delta^2 \quad \text{fur} \quad t \in [0, T^*)
\]

Now we consider the nonlinear boundary condition \( f_i(a, b) = 0 \) in \( x = (1, 0) \). We know:

\[
|\mathcal{N}' SDv - \vec{n} S(v, 0)| = O(|\nabla v|^2) \quad \text{for} \quad |\nabla v| \to 0 \text{ and } \theta = 0
\]

Together with (3.39) we get:

\[
\tau a + (\tau + \lambda) b - f_1(a, b) = O(a^2 + b^2)
\]

We calculate the derivative of \( f_1 \) with respect to the first argument in \( (0, 0) \). Let \( \psi(a) := f_1(a, 0) \), then we have:

\[
\partial_1 f_1(a, b) \big|_{a=0, b=0} = \psi'(0) = \lim_{h \to 0} \frac{\psi(h) - \psi(0)}{h} = \lim_{h \to 0} \frac{\tau h + O(h^2)}{h} = \tau > 0
\]

Using \( f_1 \in C^1(\mathbb{R}^2, \mathbb{R}) \) we know that there exists an \( U(0) \subset \mathbb{R} \), such that: \( \partial_1 f_1(0, b) \neq 0 \) for \( b \in U(0) \). Furthermore we have: \( f_1(0, 0) = 0 \). So we can use the implicit function theorem for \( f_1 \), and therefore it exists a \( \phi \in C^1(U(0), \mathbb{R}) \): \( \phi(b) = a \) with \( f_1(a, b) = 0 \) for \( b \in U(0) \). If we choose \( \delta \) such that \( [-K \delta^2, +K \delta^2] \subset U(0) \), then we can estimate \( T_5 \) as follows:

\[
\int_{\partial G} |\partial_t^m \nabla u|^4 \leq \left| \int_{\partial G} |w'|^2 + 2w'w + |2w|^2 \right|^2 \leq C \left| \int_{\partial G} |w'|^2 \right|^2 + C \left| \int_{\partial G} |w|^2 \right|^2 \leq C \left| \|\partial_t^m u\|_{H^1}^2 \right|^2 \leq C ||\partial_t^m u||_{H^1}^4 \leq C \delta^4
\]
As we can see this proof is also applicable for other radially symmetric domains.
Summarizing the estimates for $T_0-T_5$ we get using (3.17):
\[
\mathcal{E}(t; \partial_t^l u, \partial_t^l \theta) + \int_0^t e^{\gamma s} \int_{\partial G} \left\| \frac{\partial}{\partial \eta} \partial_t^{l+1} u \right\|^2 \, dx \, ds \\
\leq \Gamma \delta^2 + C \delta^3 + (C \delta + C \delta^2) \int_0^t e^{\gamma s} \int_{\partial G} \left\| \frac{\partial}{\partial \eta} \partial_t^{l+1} u \right\|^2 \, dx \, ds
\]
For small $\delta$ we get with $t \in [0, T^*):
\[
\sum_{l=0}^2 \mathcal{E}(t; \partial_t^l u, \partial_t^l \theta) \leq 3 \Gamma \delta^2 + C \delta^3
\] (3.40)
So we have estimated all derivatives up to order four with order one or two in space. To conclude we have to estimate the missing derivatives of order three and four in space.
Using the elliptic regularity property (see (3.21)), the differential equation (3.8) and (3.40) we get:
\[
\|u_t\|_{H^3} \leq \tilde{\Gamma} \|\Delta u_t(t)\|_{H^1} + C \delta^3
\]
\[
\leq \frac{3(\beta^2 + 1) \tilde{\Gamma}}{\tau^2} (\|u_{ttt}\|_{H^1} + \|\nabla \theta_t\|_{H^2}^2 + \|f_t\|_{H^1}^2) + C \delta^3
\]
\[
\leq \frac{3}{86} 258 \Gamma(\beta^2 + c^2 + 1)^3 \tilde{\Gamma} \sum_{j=0}^3 2 \tau^{-2j} \delta^2 = \frac{3}{86} \Lambda \delta^2
\] (3.41)
Here we have also used that $f(\nabla u, \theta, \nabla^2 u, \nabla \theta) = \mathcal{O}(\|\nabla u, \theta, \nabla^2 u, \nabla \theta\|^2)$. Using (3.9) we get in a similar manner:
\[
\|\theta\|_{H^4}^2 + \|\theta_t\|_{H^3}^2 \leq \tilde{\Gamma}(\|\Delta \theta\|_{H^2}^2 + \|\Delta \theta_t\|_{H^1}^2)
\]
\[
\leq \frac{3 \Gamma(\beta^2 + \beta^2 + 1)}{\kappa^2} (\|u_t\|_{H^3}^2 + 3 \Gamma \delta^2 + C \delta^3)
\]
Here we have used, that $g(\nabla u, \theta, \nabla^2 u, \nabla^2 \theta, \nabla u_t) = \mathcal{O}(\|\nabla u, \theta, \nabla^2 u, \nabla^2 \theta, \nabla u_t\|^2)$. We now use the inequality (3.41) and the definition of $\Lambda$ to derive:
\[
\|\theta\|_{H^4}^2 + \|\theta_t\|_{H^3}^2 \leq \frac{3 \Gamma(\beta^2 + \beta^2 + 1)}{\kappa^2} \left( 3 \Gamma \delta^2 \frac{3(\beta^2 + 1) \tilde{\Gamma}}{\tau^2} + 3 \Gamma \delta^2 \right) + C \delta^3
\]
\[
\leq \frac{9}{86} \Lambda \delta^2 + C \delta^3
\] (3.42)
For the last term we use (3.21), (3.8) and (3.42) to get:
\[
\|u_t\|_{H^4}^2 \leq \frac{27}{86} \Lambda \delta^2 + C \delta^3
\] (3.43)
Summarizing (3.40), (3.41), (3.42) and (3.43) we arrive at:
\[
M(t) \leq \frac{39}{86} \Lambda \delta^2 + 3 \Gamma \delta^2 + C \delta^3
\]
\[
\leq \frac{1}{2} \Lambda \delta^2 + C \delta^3
\]
Choosing $\delta > 0$ small, we finally get:

$$M(t) \leq \frac{5}{6} \Delta \delta^2 < \Delta \delta^2 \quad \text{for all } t \in [0, T^*)$$

Using the continuity of $M$, we get the inequality $M(T^*) < \Delta \delta^2$ by taking the limit $t \to T^*$. This is a contradiction to the definition of $T^*$ in (3.22). So we have proved 3.4. \qed

There however are no known solutions for the other possible boundary conditions, although it would seem very likely that the same methods could work. For at least key points where problems may arise consider chapter 4.2 in [11].
Appendix A

Continuing the normal from the boundary into the interior

To prove the existence of the auxiliary function $\sigma$ taking the value of $\vec{n}$ on the boundary and being smooth throughout $G$, which we have used in the chapters 2 and 3, we use two theorems taken from [8]. In the radially symmetric case such a $\sigma$ of course is easy to find, but we can extend some results to rotation–free solutions if we have these theorems.

**Theorem A.1** Let $G \subset \mathbb{R}^n$ bounded\(^1\), $\partial G$ be a $C^2$–boundary, then there exists a $\sigma = (\sigma_1, \ldots, \sigma_n) \in (C^1(\bar{G}))^n$ with $\sigma(x) = \vec{n}(x)$ on $\partial G$.

**Proof:** Using the regularity of $\partial G$ we have for all $x \in \partial G$ a neighbourhood $V_x \subset \mathbb{R}^n$ and a function $\sigma_x \in C^2(V_x, \mathbb{R})$ satisfying:

\[
\nabla \sigma_x(z) \neq 0 \quad \forall z \in V_x
\]

\[
\sigma_x(z) = 0 \iff z \in V_x \cap \partial G
\]

\[
\vec{n}(z) = \frac{\nabla \sigma_x(z)}{|\nabla \sigma_x(z)|} \quad \forall z \in V_x \cap \partial G
\]

We can construct such a function by transforming $V_x$ with a $C^2$–transformation $\Psi$, such that $V_x \cap \partial G$ becomes a piece of a hyper plane $\Gamma_x \subset \mathbb{R}^{n-1}$. For $y = (y_1, \ldots, y_n) \in V_x \cap \partial G$ we define: $\sigma_x(z) := (\Psi(x))_{n}$. It is easy to see that $\sigma_x$ satisfies indeed (A.1) and (A.3) and therefore fulfills (A.3) because the tangential derivatives of $\sigma_x$ vanish on the boundary.

Using $\partial G$ compact we have a finite set $\{x_j\}_{1 \leq j \leq l} \subset \Gamma$, such that $\{V_j\} := \{V_{x_j}\}$ covers $\partial G$. Furthermore there is a $V_0 \subset G$ with $\bar{V}_0 \subset G$, such that $G \subset \bigcup_{j=1}^l v_j$.

We now consider a partition of unity $(e_j)_{0 \leq j \leq l}$ subordinate to $\{V_j\}$, i.e. we have:

\[
e_j \in C_0^\infty(V_j, [0,1])
\]

\[
\sum e_j = 1 \quad \text{in } \bar{G}
\]

\(^1\)As the proof shows it is here and in theorem A.2 sufficient to assume that $\partial G$ is compact.
With the help of this partition we can define using the auxiliary functions \( \sigma_j := \sigma_{x_j} \):

\[
\sigma(x) := \sum_{j=1}^{l} e_j(x) \frac{\nabla \sigma_j(x)}{|\nabla \sigma_j(x)|}
\]

We have \( \sigma \in (C^1(\bar{G}))^n \), because \( \sigma_j \in C^2(V_j) \). Furthermore we have \( \sigma(x) = \vec{n}(x) \) for \( x \in \partial G \) (see (A.3)).

Modifying the proofs in the text we can show that a \( C^2 \)-boundary is not necessary (except for the regularity of the solution to the linear problem!) and instead a Lipschitz-boundary is sufficient if we use the following theorem:

**Theorem A.2** Let \( G \subset \mathbb{R}^n \) bounded, \( \partial G \) Lipschitz-boundary, then there is a \( \delta > 0 \) and a \( \sigma = (\sigma_1, \ldots, \sigma_n) \in (C^1(\bar{G}))^n \) with \( \sigma(x) \cdot \vec{n}(x) \geq \delta \) on \( \partial G \).

*Proof:* For every \( x \in \partial G \) there exists a \( V_x \subset \mathbb{R}^n \), such that using an affine transformation \( \Psi_x \) the piece of the boundary \( \partial G \cap V_x \) can be written as \( (y, \phi(y)) \) with a Lipschitz-continuous function

\[
\phi := \phi_x : U \subset \mathbb{R}^{n-1} \to \mathbb{R}.
\]

For our \( x \) we can assume \( \Psi_x = Id. \)

Now let \( w := (0, \ldots, 0, 1) \) (see Fig.). Then we have for \( (y, \phi(y)) \in \partial G \)

\[
w \cdot \vec{n}(y, \phi(y)) \geq \delta > 0,
\]

because otherwise we would have a sequence \( (y_m)_m \) with \( w \cdot \vec{n}(y_m, \phi(y_m)) \to 0 \) for \( m \to \infty \). Because of \( w := (0, \ldots, 0, 1) \), this would mean: \( \vec{n}(y_m, \phi(y_m)) \to 0 \) resp. \( |\nabla \phi(y_m)| \to \infty \) in contrary to \( \phi \) Lipschitz-continuous. (Remember that for Lipschitz-continuous functions the derivatives are defined almost everywhere.)

Using again a partition of unity we can construct \( \sigma \) defining

\[
\sigma(x) := \sum_{j=0}^{l} e_j(x) \frac{\Psi_j^{-1}(w)}{|\Psi_j^{-1}(w)|},
\]

where \( \Psi_j := \Psi_{x_j} \).

We can extend this result to the following remark we do not need in this paper:

**Remark A.3** The \( \sigma \) constructed above lies in \( (C^\infty(\bar{G}))^n \).
Appendix B

An elliptic regularity property

To use the elliptic regularity property for the Neumann boundary condition in (3.21) we have to use theorem 4.4 of [13]. Applying this to our situation we get for \( j = 0,1,2 \): For all \( v \in H^{j+2}(G) \) there exist \( \Gamma > 0 \) and \( C > 0 \) with:

\[
||v||_{H^{j+2}} \leq \Gamma ||\Delta v||_{H^{j}} + C||\mathcal{N}' SDv||_{H^{j+1/2}(\partial G)} \tag{B.1}
\]

In the nonlinear case we have to estimate the boundary term. For this purpose we remember on (3.12) in lemma 3.2, where we had:

\[
|\mathcal{N}' SDu - \mathcal{N}' \widetilde{\theta} - \vec{n}S(\nabla u, \theta)| = |n_j (C_{ij\alpha\beta}(0,0)\partial_\alpha u_\beta - \bar{C}_{ij}(0,0)\theta - S_{ij}(\nabla u, \theta))| = O(\|\nabla u^2 + |\theta|^2)
\]

Furthermore we need a special trace theorem proved e.g. in [1]:

**Theorem B.1 (Trace theorem)** Let \( G \) be a bounded domain with smooth boundary then we have \( H^{m+1}(G) \hookrightarrow H^{m+1/2}(\partial G) \).

We now want to use after applying this theorem the equation 3.2 in \( G \):

\[
||\mathcal{N}' SDv||_{H^{j+1/2}(\partial G)}^2 = ||\mathcal{N}' SDv - \mathcal{N}' \widetilde{\theta}||_{H^{j+1/2}(\partial G)}^2
\leq ||n_j (C_{ij\alpha\beta}(0,0)\partial_\alpha u_\beta - \bar{C}_{ij}(0,0)\theta - S_{ij}(\nabla u, \theta))||_{H^{j+1/2}(\partial G)}^2
\leq C||\phi(\nabla u, \theta)||_{H^{j+1}(G)}^2
\leq C \sum_{m=0}^{j+1} \int_G |\nabla^m \phi(\nabla u, \theta)|^2 \tag{B.2}
\]

Using \( |\phi(\nabla u, \theta)| = O(\|\nabla u\|^2 + |\theta|^2) \) we know that \( \phi(0,0) = \phi'(0,0) = 0 \). Now we calculate the terms of (B.2) utilizing (3.19) and (3.23):

For the term with \( m = 0 \) we get:

\[
\int_G |\phi(\nabla u, \theta)|^2 \leq C \int_G |\nabla u|^4 + C \int_G |\theta|^4
\]
\[ \begin{align*}
& \leq C\|\nabla u\|_\infty^2\|\nabla u\|^2 + C\|\theta\|_\infty^2\|\theta\|^2 \\
& \leq C\|u\|_{H^3}^2\|\nabla u\|^2 + C\|\theta\|_{H^3}^2\|\theta\|^2 \\
& \leq C\delta^4
\end{align*} \]

The cases \( m = 1 \) and \( m = 2 \) are very similar. For \( m = 3 \) we have:

\[ \begin{align*}
\int_G |\nabla^3 \phi(\nabla u, \theta)|^2 & \leq C \int_G |\phi'''(\nabla u, \theta)\nabla^2 u \nabla^2 u \nabla^2 u|^2 + C \int_G |3\phi''(\nabla u, \theta)\nabla^3 u \nabla^2 u|^2 \\
& + C \int_G |\phi'(\nabla u, \theta)\nabla^4 u|^2 + C \int_G |\phi''(\nabla u, \theta)\nabla^3 u \nabla^2 u \nabla u|^2 \\
& + C \int_G |3\phi''(\nabla u, \theta)\nabla^2 u \nabla^2 \theta|^2 + C \int_G |\phi'(\nabla u, \theta)\nabla^3 \theta|^2 \\
& \leq C\|\nabla^2 u\|_\infty^4\|\nabla^2 u\|^2 + C\|\nabla^2 u\|_\infty^2\|\nabla^3 u\|^2 + C\|\phi\|_\infty^2\|\nabla^4 u\|^2 \\
& + C\|\nabla^3 u\|_\infty^2\|\nabla^2 \theta\|^2 + C\|\nabla^3 u\|_\infty^2\|\nabla^3 \theta\|^2 \\
& \leq C\|u\|_{H^4}^2\|u\|_{H^3}^2 + C\|u\|_{H^3}^2\|u\|_{H^4}^2 + C\|u\|_{H^1}^2\|u\|_{H^4}^2 + C\|\theta\|_\infty^2\|u\|_{H^4}^2 \\
& + C\|\theta\|_{H^3}^2\|\theta\|_{H^2}^2 + C\|\theta\|_{H^4}^2\|\theta\|_{H^3}^2 + C\|\theta\|_\infty^2\|\theta\|_{H^3}^2 \\
& \leq C\delta^4 + C\delta^6
\end{align*} \]

Summarizing these estimates (for small \( \delta > 0 \)) we arrive at the following elliptic regularity property:

\[ \|u\|_{H^{j+2}} \leq \bar{\Gamma}_1\|\Delta u\|_{H^j} + C\delta^4, \quad j = 0, 1, 2 \]

For \( u_t \) we derive in the same way:

\[ \|u_t\|_{H^{j+2}} \leq \bar{\Gamma}_2\|\Delta u_t\|_{H^j} + C\delta^4, \quad j = 0, 1 \]

We now define \( \bar{\Gamma} := \max\{\bar{\Gamma}_1, \bar{\Gamma}_2\} \) to get the estimates used in chapter 3.

Now we prove (3.32), see chapter 3. Starting with (B.1) we only have to show that in the radially symmetric case it is:

\[ \|\mathcal{N}^S Du\|_{H^{1/2}(\partial G)}^2 \leq C \int_{\partial G} |\nabla u|^4 \]

We show this for the simplest case, where \( G = B(0, 1) \subset \mathbb{R}^2 \). We parametrize \( \partial G \) with:

\[ x_1 = \sin \phi, \quad x_2 = \cos \phi, \quad \phi \in [0, 2\pi) \]

Now we estimate the \( H^{1/2}(\partial G) \)-norm to the \( H^1(\partial G) \)-norm using the trace theorem:

\[ \|\mathcal{N}^S Du\|_{H^{1/2}(\partial G)}^2 \leq \|\mathcal{N}^S Du\|_{H^1(\partial G)}^2 \]

\[ = \int_{\partial G} \sum_{|m| = 0}^1 |\nabla_l^m(\mathcal{N}^S Du)|^2 \]
Estimating the terms by calculating $N' SD u$ on $\partial G$ we get denoting $u(x) = w(|x|)x$ ($u$ radially symmetric!), $w$ for $w(1)$ and $w'$ for $w'(1)$:

$$N' SD u = \begin{pmatrix} \tau x_1 \partial_1 u_1 + \lambda x_1 \partial_2 u_2 + \mu x_2 \partial_2 u_1 + \mu x_1 \partial_1 u_2 \\ \lambda x_2 \partial_1 u_1 + \tau x_2 \partial_2 u_2 + \mu x_1 \partial_2 u_1 + \mu x_2 \partial_1 u_2 \end{pmatrix}$$

$$= \begin{pmatrix} \tau x_1^2 w' + \tau x_1 w + \lambda x_1 x_2^2 w' + \lambda x_1 w + 2 \mu x_1 x_2^2 w' \\ \lambda x_2^2 w' + \lambda x_2 w + \tau x_2^2 w' + \tau x_2 w + 2 \mu x_2^2 x_2 w' \end{pmatrix}$$

$$= \begin{pmatrix} \tau \sin^2 \phi w' + \tau \sin \phi w + \lambda \sin \phi \cos^2 \phi w' + \lambda \sin \phi w + 2 \mu \cos^2 \phi \sin \phi w' \\ \lambda \sin^2 \phi \cos \phi w + \lambda \cos \phi \sin \phi w' + \tau \cos \phi w + 2 \mu \sin^2 \phi \cos \phi w' \end{pmatrix}$$

$$= \begin{pmatrix} w' \tau \sin(\phi) + (\lambda + \tau) w \sin(\phi) \\ w' \tau \cos(\phi) + (\lambda + \tau) w \cos(\phi) \end{pmatrix}$$

So for $|m| = 0$ we get:

$$\int_{\partial G} |N' SD u|^2 = \int_0^{2\pi} \left( w'(\tau \sin(\phi) + (\lambda + \tau) w \sin(\phi)) \right)^2 d\phi$$

$$= \int |(w' \tau + w(\lambda + \tau))|^2$$

And for $|m| = 1$:

$$\int_{\partial G} |\nabla_{\mathbb{1}} N' SD u|^2 = \int |(w' \tau + w(\lambda + \tau))|^2$$

So for $|m| = 1$ we have: $||\nabla_{\mathbb{1}} N' SD u||_{L^2(\partial G)} = ||N' SD u||_{L^2(\partial G)}$. Therefore we can use lemma 3.2 and get:

$$||N' SD u||_{H^1,\mathbb{2}(\partial G)}^2 \leq C \int_{\partial G} |\nabla u|^4$$

Together with (B.1) we arrive at:

$$||u||_{H^2}^2 \leq C ||\Delta u||^2 + C \int_{\partial G} |\nabla u|^4 \quad (B.3)$$

It is possible to extend this proof to other radially symmetric domains, so we finally have proved (3.32).
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